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Abstract: Over the past couple of years, machine learning methods—especially the outlier detection
ones—have anchored in the cybersecurity field to detect network-based anomalies rooted in novel
attack patterns. However, the ubiquity of massive continuously generated data streams poses an
enormous challenge to efficient detection schemes and demands fast, memory-constrained online
algorithms that are capable to deal with concept drifts. Feature selection plays an important role
when it comes to improve outlier detection in terms of identifying noisy data that contain irrelevant
or redundant features. State-of-the-art work either focuses on unsupervised feature selection for data
streams or (offline) outlier detection. Substantial requirements to combine both fields are derived and
compared with existing approaches. The comprehensive review reveals a research gap in unsupervised
feature selection for the improvement of outlier detection methods in data streams. Thus, a novel
algorithm for Unsupervised Feature Selection for Streaming Outlier Detection, denoted as UFSSOD,
will be proposed, which is able to perform unsupervised feature selection for the purpose of outlier
detection on streaming data. Furthermore, it is able to determine the amount of top-performing
features by clustering their score values. A generic concept that shows two application scenarios
of UFSSOD in conjunction with off-the-shell online outlier detection algorithms has been derived.
Extensive experiments have shown that a promising feature selection mechanism for streaming data
is not applicable in the field of outlier detection. Moreover, UFSSOD, as an online capable algorithm,
yields comparable results to a state-of-the-art offline method trimmed for outlier detection.

Keywords: feature selection; outlier detection; intrusion detection; network security; machine
learning; online learning; unsupervised learning; streaming data

1. Introduction

The continuous inter-networking of embedded devices in all areas of life is driven by
manifold trends such as the Internet of Things, Software-Defined Everything, Industry 4.0,
and Autonomous Driving and is even further accelerated through disruptive technologies
such as Artificial Intelligence (AI) or Quantum Computing. Those developments not only
benefit cyber adversaries but are also accompanied by a steady increase in the amount of
transferred and processed data, posing enormous challenges towards network security
mechanisms, especially applied Intrusion Detection Systems (IDS). However, current IDS
researches only covers approximately 33% of the threat taxonomy presented in [1]. The
actual percentage might even be lower considering the multitude of degrees of freedom
for IDSs while encountering real-world threats regarding, e.g., architecture, detection type,
operation mode, or their functionality.

With the advent of Machine Learning (ML), a core branch of AI, the detection of
novel network-based attacks has been revolutionized, especially due to the appearance of
Anomaly-based Network IDSs (A-NIDSs). In particular, unsupervised Outlier Detection
(OD) algorithms can help to identify indicators of sophisticated attacks changing their
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behavior dynamically and autonomously to avoid detection or help to uncover policy
violations or noisy instances in data without a priori knowledge. The emerging high-
volume, high-dimensional, and high-speed data in network infrastructures demands an
increasing need for streaming analytics in a record-by-record manner for OD, also known as
online or real-time detection or the detection on Streaming Data (SD). In order to improve
the performance of such algorithms, Feature Selection (FS) can be used to remove noisy,
redundant, or irrelevant features, leading to better prediction values as well as a reduction
of the computational cost.

The focus of this work, with respect to improving online OD, is to identify unsuper-
vised FS algorithms targeting on one side the application in SD and on the other side the
task of OD. To the best of our knowledge, no work has aimed to bring both sides together
so far, thus a conceptualization along with a novel approach, called UFSSOD, is proposed
to achieve unsupervised FS for OD on SD. This work offers the following contributions:

• Substantial requirements for FS in the field of (i) SD and (ii) OD, which are compared
with methods obtained from a comprehensive review of the state of the art in these
areas pointing out the lack of any unsupervised FS method for (i) on (ii);

• Novel conceptualization of unsupervised FS for OD on SD including the discussion
of two operation modes and introduction of UFSSOD, the first (to the best of our
knowledge) unsupervised FS algorithm for OD on SD that is also able to determine
the amount of top-performing features by clustering their score values;

• Extensive evaluation of 3 FS methods on 15 datasets and 6 off-the-shelf online OD
algorithms and the first application of an FS algorithm (UFSSOD) inline with 2 online
OD classifiers operating in 2 settings in a truly online fashion while achieving better
results than their bare versions using all features.

The remainder of this work is organized as follows—Section 2 provides relevant back-
ground for the reader and frames the motivation for the necessity of online unsupervised FS
for OD. An extensive review of the state of the art for unsupervised FS from two different
viewpoints (SD, OD) is provided in Section 3 and compared with thoroughly engineered
requirements for this tasks. In Section 4, details on the conceptualization, operation modes,
and operation principle of UFSSOD can be found to achieve unsupervised FS for OD on
SD. In Section 5, the performance of two representative algorithms for FS with a focus
on SD and OD, FSDS and IBFS is evaluated, and compared with UFSSOD using exten-
sive measurements. The discussion reveals that UFSSOD is comparable to (offline) IBFS
while working online and shows that FSDS cannot be applied for the purpose of OD. The
conclusions are drawn in Section 7 along with a glance on future work.

2. Background

This section illuminates the motivation for this work and provides relevant back-
ground context for the reader. It mainly includes relevant aspects for OD and FS.

2.1. Outlier Detection

As a core part of AI, ML, a relative to computational statistics, data mining and data
science disciplines have an upscaling trend in the field of cybersecurity [2]. It has the ability
to find similarities within a large amount of data such that intrusions creating distinguish-
able patterns within the network traffic can be detected efficiently [3]. A major benefit
is that ML can be used to identify anomalies in the data, in particular by OD methods,
without prior knowledge even within high-dimensionality and massive amount of data
that humans would never be able to recognize. Manifold definitions exist in the literature
for OD, also known as anomaly detection or novelty detection, but can be described in
general as an atypical pattern or observation that significantly deviates from the norm
based on some measure and thus attracts suspicion. Outliers are mainly characterized by
three assumptions: (i) the majority of data is normal, having only a small portion of outliers
(imbalance) which (ii) are statistically different from the normal data (distinction) and (iii)
do not happen frequently (rarity). Referring to typical ML tasks, outliers are often seen as
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noise and are removed during the data preparation stage. However, for some applications,
especially for detecting completely novel malicious activity in network security, the data
points containing outliers are carrying the significant information. In terms of classification,
OD constitutes a special form of imbalanced data where the outlier class shows the proper-
ties stated (i)–(iii) compared to the normal data class. The output can either be a binary
class label y ∈ {normal, abnormal} or a score value y ∈ R that describes the strengths of
anomalousness. The score itself can be used to derive a class label by utilizing a threshold
value. In a later root cause analysis, outlier score values carry more information than a
simple binary value. Thus, we are focusing on OD algorithms in which an outlier score is
assigned for each data object in the set of n objects X = {x1, x2, ..., xn} (Equation (1)) where
each instance consists of a d-dimensional real-valued vector xi = {xi1, xi2, ..., xid} with
x ∈ Rd. This divides X into a set of outliers X+ and inliers X− (X = X+ ⋃

X−). Numerous
methods have been introduced for OD. The most common ones are statistical-, distance-,
clustering-, or density-based techniques. Other methods, including their properties, are
discussed in [4,5].

OD(·) : xi → y ∈ R (1)

2.2. Feature Selection

When applying ML algorithms on high-dimensional datasets one has to deal with
the curse of dimensionality referring to the phenomenon that data becomes sparser in
high-dimensional space. This adversely affects the storage requirements and computational
cost of the algorithms. The process of choosing a subset of significant features FS ⊂ F
from a dataset X with the descriptive features F = { f1, f2, ..., fd} is called FS or attribute
selection. The subset divides the dataset X into X∗ = X ∩FS, thus reducing the dimension
and volume of the information of the dataset processed by the consecutive ML algorithm.
Generally, it formulates a criterion to evaluate a set of features in order to identify redundant
or irrelevant (non-informative) features for the ML task that needs to be removed, which
are deteriorating the performance of the ML algorithm. The output of FS is either a
ranked list of the features or a subset of them. Therefore, in the case of a classification,
a more precise classification result can be achieved while the computational effort can
be limited by minimizing the cardinality of the selected feature set. This results in a
faster, more cost-effective and improved prediction performance. In practice, FS still
mostly depends on expert knowledge. However, with high-dimensional and high-volume
datasets and its complex interwovenness, this is no longer a human manageable task.
Dimensionality reduction could also be achieved by methods such as Principal Component
Analysis (PCA) and Random Projections where higher order matrices are mapped into
ones with lower dimension since at data points in a high dimension only a small distortion
occurs by mapping into a lower dimension with a certain probability. However, a major
disadvantage of this process is that after classification, a root cause analysis, e.g., which
features contributed the most for the classification result, is not possible any more. This
is because of the making of new synthetic features from linear or nonlinear combinations
of the original ones and then discarding the less important. As the physical meaning of
the features are no longer retained by this projection, further analysis is impeded. FS, in
contrast, is simply selecting and excluding given features without changing them such that
for a root cause analysis one can still refer to expert domain knowledge by maintaining
their physical meaning (feature interpretability).

Methods for FS can generally be categorized into wrapper, embedded or filter methods.
Wrapper approaches are seeking for their subset by “wrapping around” FS over a ML
algorithm following the iterative procedure that an original set repeatedly is divided into a
subset which then gets evaluated by calling the subsequent classifier. Depending on the
goodness of the subset, either a new one needs to be generated or the result yields the best
feature subset (stopping criteria). Since the wrapper approach includes a specific induction
algorithm to optimize FS, it often provides a better classification accuracy result than the
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other methods. However, this method is time-consuming considering the search space
for d features of 2d while d is typically very large and strongly coupled with the classifier,
which makes it impractical to be applied to large datasets containing numerous features
and in online settings. Embedded approaches include FS in the training process of the
ML algorithm, thus reducing computational costs due to the classification process needed
for each subset [6]. The filter approach does not require knowledge of the subsequent ML
algorithm and measures the intrinsic statistical properties of the dataset. It can be grouped
into: feature ranking methods assigning weights to features based on their relevancy and
feature-subset-evaluating methods that also involve relationships between features finding
redundancy [7]. However, statistical measures must be carefully chosen based on the
type of input variable and the model outputs. From an online application perspective,
filter approaches seem to be the most promising candidates since they do neither demand
offline training nor rely on multiple iterations. Similar to labeling in ML, FS can be broadly
classified from a supervision perspective into supervised and unsupervised methods with
respect to use or ignore the target variables. Over recent years, unsupervised approaches
have gained attention since acquiring labeled data is particularly expensive in both time
and effort. Furthermore, sufficient label information is usually not available in real-world
applications. With respect to the data perspective, FS can be classified according to [8] into
static and streaming data.

3. Requirements Engineering and Comparison with Related Work

FS has become a mighty tool in the field of network security to enhance the per-
formance of IDS. For better clarity of the plenty of available solutions in this field, this
section has been structured in such a way that the first requirements for FS are engineered.
Secondly, a thorough review of the state-of-the-art work which is structured in two parts is
compared with the requirements manifesting the research gap of FS for OD in a SD setting.

3.1. Requirements with Respect to Feature Selection for Outlier Detection on Streaming Data

Much attention has been paid towards OD on SD in the field of network security
monitoring over the past years since data is increasingly generated, e.g., with high velocity,
in tremendous volume and afflicted with the phenomenon of concept drift due to their
dynamic. Many state-of-the-art works try to come up with new algorithms or try to tune the
algorithm setting in order to improve their classification performance to the best. Most of
them compete on the same (outdated) benchmark dataset but might perform insufficiently
with other data sources or in real-world applications. Due to the technological advancement
in the last years, the amount of unlabeled data generated across many scientific disciplines,
such as text mining, genomic analysis, social media, and intrusion detection has steadily
increased, which demands unsupervised learning, leading to the first requirement [R-FS01].
Apart from its supervision, the application of Automated ML methods [9] is not possible
due to its non-applicability on SD.

If FS is considered in the same setting as online OD, requirements roughly coincide.
Compared to models trained in batch (offline) learning, methods for online OD and for
FS respectively must be more sophisticated in a few points. Especially, training from
imbalanced data from an infinite data stream in a pass-efficient way, meaning one pass
at a time [R-FS02], is a huge challenge since some approaches need to temporarily store
the incoming data. Also the time-varying nature of an infinite data stream compared to a
fixed set might lead to concept drifts. With the different types of concept drifts (sudden,
gradual, incremental, recurring, blips) [10], online processing, especially unsupervised,
will be impeded. Models in batch approaches would quickly be outdated and lead to a
performance degradation such that online algorithms must be able to continuously re-train
or update their model to handle this situation [R-FS03]. Due to the steady growth of
high-dimensional data volumes, offline approaches storing the entire data for training
or scanning the dataset multiple times (many passes over the data) lead to considerable
memory limitations and demand lightweightness [R-FS04]. The major downside of online
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methods in general, especially unsupervised methods compared to their batch opponents,
is the poorer performance when it comes to classifying abnormal and normal data instances.
However, we strongly support the hypothesis in [11], when considering critical streaming
applications as for detecting network-based malicious activity, a fast model, even with
less accuracy, is preferred. However, applying FS shall at least improve the classification
performance of OD methods [R-FS05].

In this work, the focus of FS and OD on SD is not in the context of time-series data as
it is the object in many other research works [12,13]. SD within this context is any flow of
information characterized by incoming instances of data chunks that might be processed
in near real-time. The information of time, which might be a specific piece of data received,
may not represent the time of measurement and may thus not be an important feature
at all. Regarding time-series data, the order and time are fundamental aspects with a
central meaning of the data such that, based on past observations, predictions towards
the future time can be made. It is the goal to detect outlying time-series patterns based
on temporal dependencies, rather than independent outliers in data [14]. More generally,
data streams can broadly be classified into streaming data and streaming features. The
first-mentioned defines incoming data in a record-by-record manner having a static number
of features d while in a feature stream, new features can be generated dynamically. Thus,
the stream {Xt ∈ Rnt×d, t = 1, 2, ...} is a continuous transmission of data instances (data
points) which arrive sequentially at each time step t. The count of features is denoted
as d (dimension) and xt the nt-th d-dimensional most recent incoming data instance at
time t. In the field of cybersecurity and the monitoring of network data, the number of
features is fixed [R-FS06] and can be defined a priori by an expert since incorporating
domain knowledge can help select relevant features to improve learning performance
greatly. For network-based features, one may distinguish between basic features (derived
from raw packet headers (meta data) without inspecting the payload, e.g., ports, MAC or
IP addresses), content-based features (derived from payload assessment having domain
knowledge, e.g., protocol specification), time-based features (temporal features obtained
from, e.g., message transmission frequency, sliding window approaches), and connection-
based features (obtained from a historical window incorporating the last n packets) [15].
Those features are streaming from a single source (single-view) [R-FS07], e.g., a raw network
interface, as statistics from network switching elements or in the form of log-files from
devices. However, a human expert cannot be expected to recognize correlations from the
variety and multitude of multivariate features [R-FS08] occurring in high-dimensional
real-world applications. Typically, this manual feature engineering is a time-consuming
ad hoc process composed of trial and error to determine the features most relevant to the
detection problem, which inhibits the application of ML to network security [3,16]. Thus,
FS is needed, whose output can either be a ranked list of the input features or a dedicated
subset. The former allows a better insight into which features contribute the most in order
to select the top-performing-features [R-FS09].

3.2. Feature Selection for Streaming Data

For the purpose of anomaly detection, we state that the cardinality of features is
known beforehand by a domain expert’s feature engineering process but the number of
data instances is not known or even infinite. Thus, it is impractical to wait until all or a
significant amount of data is available to perform FS. A batch-mode method especially
in highly dynamic networks with concept drifts is not able to select relevant features in a
timely manner. In contrast, solutions such as OSFSMI [17], UFSSF [18] or DOFS [19] are
facing, independent of their supervision, feature streams in which the number of instances
is fixed and the features arrive one-by-one or in groups. In domains where the global
feature space is defined by a domain expert, these methods might only be applicable if
they can fix the number of features and are capable to operate on streaming data.

Much work is dedicatedly tailored towards the clustering task [20–22] which can
immediately be excluded for the application of anomaly detection as a classification task
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on imbalanced datasets. However, other work does not explicitly focus on clustering but
evaluate their approaches applying those algorithms. Therefore, the question arises to what
extent such algorithms can be used for the task of OD. From a supervision perspective,
a supervised FS approach for binary classification on SD called OFS has been proposed
in [23], which is able to learn either on all features of a training data instance as well
as only a small number to select the relevant feature subset. The authors of [24] focus
on data stream mining classification algorithms often applied in machine learning with
applications in network intrusion detection. Their real-time FS method is called MC-NN,
which describes a concept drift detection method for data stream classification algorithms
including the capability of feature tracking. The method can either be applied as a real-time
wrapper or a batch classifier independent of any learning algorithm. However, the authors
state that their study was not concerned with the classification capabilities of MC-NN, but
with the behavior of the underlying model during a concept drift. A similar approach,
which we denote as EaSU, hypothesizes that features can be dynamically weighted in order
to augment the importance of relevant features and diminish the importance of those which
are deemed irrelevant according to observed feature drifts [25]. Therefore they introduce
the concepts of entropy and symmetrical uncertainty in a sliding window approach to
track the relevance of features and could enhance k-Nearest Neighbor, naive Bayesian, and
Hoeffding Adaptive Tree algorithms in a supervised setting.

With a focus on unsupervised FS, a comprehensive and structured review towards
the most referenced state-of-the-art work has been given in [26]. However, the review
does not give any details on the specific domains such as text data, link data, or SD. An
online unsupervised multi-view FS method, called OMVFS, is proposed in [27], which in
addition to the features of FSDS is also capable of handling multi-view data. It performs
unsupervised FS using the concept of nonnegative matrix factorization with sparse learning
and processes incoming multi-view data into several small matrices by using a buffering
technique to reduce the computational and storage cost. FSDS as proposed in [28] is, to the
best of our knowledge, the only unsupervised FS scheme truly operating in single-view on
SD for clustering and classification applications. It utilizes the ideas of matrix sketching
where a sketch of a smaller matrix still approximates its original to maintain a low-rank
approximation of the entire observed data at each time step. Hence, they modified the so
called Frequent Directions algorithm proposed by Liberty [29] and use regression analysis
to generate a feature importance score with each incoming data. In addition, it is space and
time efficient, requiring only one pass over the data.

The related work regarding approaches towards unsupervised FS for SD is compared
to the requirements from Section 3.1 in Table 1. Most of the approaches can be neglected
due to their supervision perspective, their design towards streaming features rather than
SD, their focus on clustering tasks or their need for training instances. Two approaches,
FSDS and OMVFS, even if evaluated on clustering algorithms, seem promising to function
on the classification class. However, it must be evaluated if they are able to produce valid
results in imbalanced data for the purpose of OD. Although OMVFS might be capable of
functioning in single-view, it is designed for multi-view. Therefore, as of now, we set our
focus on FSDS.
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Table 1. Comparison of existing FS work for SD with the requirements defined in Section 3.1 (3 and
7 denote that the requirement is either fulfilled or not, ∅ denotes missing information to analyze the
respective requirement, (++/+/−) for R-FS04 and R-FS08 are denoting, as objectively as possible,
how well the requirement is fulfilled, R-FS02 and R-FS03 are combined since R-FS03 is a phenomenon
associated with R-FS02 and the existing work in this table fulfills both equally).

Work

R
-F

S0
1

R
-F

S0
2/

R
-F

S0
3

R
-F

S0
4

R
-F

S0
5

R
-F

S0
6

R
-F

S0
7

R
-F

S0
8

R
-F

S0
9

OSFSMI [17] 3 3 − 7 ∅ 3 ++ 3

UFSSF [18] 3 3 ++ 7 7 3 − 7

DOFS [19] 3 3 − 7 7 3 + 7

OFS [23] 7 3 ++ 7 3 3 ++ 7

MC-NN [24] 3 3 ∅ 7 3 3 ++ 3

EaSU [25] 7 3 ++ 7 3 3 + 3

OMVFS [27] 3 3 ++ 7 7 3 ++ 3

FSDS [28] 3 3 ++ 7 3 3 ++ 3

3.3. Feature Selection for Outlier Detection

FS for IDS must be able to determine the most relevant features of incoming data, e.g.,
network traffic, to minimize the cardinality of the set of selected features, which affects
their effectiveness without dropping features indicating abnormal behavior. A review
on FS algorithms for A-NIDS can be found in [30] dividing them into bio- and non-bio-
inspired ones. However, the authors do not focus on the supervision perspective, thus,
their reviewed work only leverages different supervised FS methods. None of the reviewed
approaches seem to address the requirements defined in Section 3.1. This is discussed by
the authors since most of the methods are based on the wrapper nature or on a combination
of FS algorithms, which increases the computation and time complexity.

A lot of FS methods [31–35] within the context of OD, even recent ones [36–38], are
operating supervised. Those approaches are mainly performing multiple evaluations due
to their wrapper nature on a dedicated dataset typically, KDD’99 or NSL-KDD, to test
different feature subsets using a certain classifier. Within their setting, they achieve the
best subset of features, resulting in an optimal classification performance. However, facing
highly dynamic networks with large volumes of data and high velocity, an analysis is
necessary, which is beyond the aforementioned approaches. Some of the authors even
state that their approaches take a lot of time to train [35] or to use other classifiers and
verify them under more realistic environments [33]. However, with the improvements
mentioned in the outlook of [35], it is the only work in the field of FS for OD considering
support for online processing even though still being of supervised nature. For the rest of
this section, we set our focus on unsupervised approaches since those are more meaningful
for real-world applications of OD methods.

A limited amount of papers are dealing with FS approaches for the purpose of OD
in an unsupervised nature. The algorithm in [39], denoted in this article as FS-CVI, uses
a genetic algorithm to optimize a cluster validity index. This is a measure of how well a
clustering algorithm manages to identify and assign clusters in a dataset, over a search space
consisting of feature subsets. Classification based on the proposed subsets from the genetic
algorithm is performed in such a way that clusters are being built which are representing
legitimate traffic and others more prevalent pertaining to intrusions. An unsupervised
backward elimination FS algorithm based on the Hilbert-Schmidt independence criterion,
named BAHSIC-AD, is proposed in [40]. The authors compare their approach with a
recent Spectral Ranking for Anomalies (SRA) algorithm and show that a combination of
SRA and BAHSIC-AD is able to detect point, collective, and contextual anomalies. Their
evaluation is performed on real-world datasets taken from various application domains.
However, the field of cybersecurity with intrusion detection is not covered. With a focus
on categorical features, ref [41] proposed a method that we denote as MI-FS based on
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mutual information measure and entropy computation for FS that is employed using two
OD methods: AVF and Greedy method. Thus, within this filter approach, categorical
features are selected that expect to highlight the deviations characterizing the outliers
with minimum redundancy among them by performing feature-wise entropy computation.
Also aiming for categorical data, ref [42] proposes CBRW_FS, a coupled biased random
walks approach providing feature weights for categorical data with diversified frequency
distributions, and in [4] a Coupled Unsupervised Feature Selection (CUFS) framework
instantiated into a parameter-free Dense Subgraph-based Feature Selection (DSFS) method.
With their instantiation called CINFO in [43], the authors further developed CUFS by using
unsupervised discretization methods like equal-width and equal-frequency to adopt the
methods to numeric data rather than categorical data. Another approach is given in [44]
with Unsupervised Feature Selection and Cluster Center Initialization, denoted in this work
as UFS_CCI. It derives feature scores as the difference of feature entropy from unlabeled
data by computing the ratio of the maximum count of occurring values by the total amount
of samples. Assuming that the value of the result is in between a threshold range, UFS_CCI
considers the feature to be non-redundant. However, the main focus of this work lies on
clustering samples with reduced dimension for intrusion detection and less on feature
relevancy for OD. In CINFO an outlier detector generates scores in an unsupervised fashion
that are fed into a supervised learning sparse Lasso regression based on pseudo-labels
from outlier candidates. Those steps are executed in an iterative manner to build a sparse
sequential ensemble OD framework and is even further improved by bagging. Although
working unsupervised overall to obtain a dependent set of an OD and FS model, it requires
all of the data objects beforehand. Similarly, ODEFS proposed in [45] integrates OD and FS
into a combined framework by also using ideas from [43]. The ODEFS framework consists
of multiple feature learning components whose individual outlier scores based on diverse
feature subsets are weighted together in a final score. Therefore, (i) outlier thresholding
based on Cantelli’s inequality using the results from the outlier detector, in this example
the distance-based LeSiNN, is applied to obtain possible outlier candidates. Each feature
learning component (ii) randomly chooses unlabeled examples from the initial data and
from the set of outlier candidates to be fed into a pairwise ranking formulation that embeds
FS into OD. The training process (iii) utilizes the thresholded self-paced learning approach
to learn example and feature weights which will in (iv) be used to compute the final score
by the idea of boosting to combine the outlier score vectors with associated loss as weights.
Although the approach by ODEFS seems promising, it is designed to know the input data
beforehand and heavily relies on a training phase. Thus, an application in the context
of SD is forfeited. The work of [46] exploits the strengths of the widely known Isolation
Forest (iForest) OD algorithm [47] to handle large data size and high dimension with many
irrelevant features while having the potential to identify those to reduce dimensionality.
Thus, their proposed method, IBFS, calculates feature imbalance scores using an entropy
measure during the training process of iForest and is immune to feature scaling. Features
are ranked in a descending order according to their feature scores. However, the authors
did not discuss how to select the top-features rather than evaluating their approach on
multiple settings in an offline fashion.

The related work regarding approaches towards unsupervised FS for OD is compared
to the requirements from Section 3.1 in Table 2. Most of the approaches can be ignored
due to their supervision perspective, their demand for training data, or their wrapper-like
nature that are highly tuned and optimized for a dataset and the ML classifier. Only a few
methods are testing their approach on different data sources or with different classifiers.
Good subsets of features for the purpose of OD are obtained after multiple iterations in a
supervised manner or offline with training data, which are often computationally costly.
Most of them are leading the argument to use FS in order to reduce the performance
costs for OD but do not discuss the significant costs necessary to obtain a relevant subset
that is tailored to one dataset and a corresponding classifier. Despite its supervision, the
only work considering the application in online processing in their future work is [35].
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In real-world applications with highly dynamic networks, FS must work online to deal
with concept drift, tailored to OD without multiple iterative validation rounds, and must
function unsupervised because of the lack of labeled data. IBFS is the only approach that
might be able to satisfy those requirements since it works unsupervised and is tailored for
the purpose of OD by exploiting the nature of iForest. Numerous recent advancements
of iForest in the streaming setting [48–50], in particular, let IBFS constitute a promising
candidate for FS on SD.

Table 2. Comparison of existing FS work for OD with the requirements defined in Section 3.1 (3 and
7 denote that the requirement is either fulfilled or not, ∅ denotes missing information to analyze the
respective requirement, (++/+/−) for R-FS04 and R-FS08 are denoting, as objectively as possible,
how well the requirement is fulfilled, R-FS02 and R-FS03 are combined since R-FS03 is a phenomenon
associated with R-FS02 and none of the existing work in this table fulfills both).

Work

R
-F

S0
1

R
-F

S0
2/

R
-F

S0
3

R
-F

S0
4

R
-F

S0
5

R
-F

S0
6

R
-F

S0
7

R
-F

S0
8

R
-F

S0
9

FS-CVI [39] 3 7 ∅ 3 3 3 − 7

BAHSIC-
AD [40] 3 7 − 3 3 3 ∅ 3

MI-FS [41] 3 7 ++ 7 3 3 + 3

UFS_CCI [44] 3 7 ∅ 7 3 3 ++ 7

CBRW_FS [42] 3 7 − 7 3 3 + 3

CUFS-DSFS [4] 3 7 − 7 3 3 + 3

CINFO [43] 3 7 + 3 3 3 ++ 3

ODEFS [45] 3 7 + 3 3 3 ++ 3

IBFS [46] 3 7 ++ 3 3 3 ++ 3

4. Unsupervised Feature Selection for Streaming Outlier Detection

Existing work targeting FS for SD is mainly supervised and for the clustering, re-
gression, or classification task on balanced data. FS for OD is either supervised or in the
unsupervised case, where even fewer publications are available [4], not capable of coping
with SD. Most of the latter require a dedicated training phase, thus making it impossible to
function for SD in near real-time. However, there is limited work of FS for OD because it is
challenging to define feature relevance given its unsupervised nature. Some work defines
relevancy in the context of correlation between features, which is not really useful for
detecting outliers since some features can be strongly relevant for OD but do not correlate
to others. In addition, if there is no dedicated batch training phase, as is the case with SD,
FS becomes a challenging task. To the best of the authors’ knowledge, unsupervised FS
for OD on SD is a completely new field. Thus, we propose UFSSOD referring to Unsu-
pervised Feature Selection for Streaming Outlier Detection that can be applied to improve
off-the-shell online OD methods.

However, the two following assumptions are made in order to deal with the problem
that is mostly neglected in the literature due to either the supervised nature or the batch
approach but is present with FS on SD within the context of OD. Discarding irrelevant or
redundant features in time t due to unsupervised and streaming FS might contain outliers
in time t + i. Therefore we assume that (i) attacks are complex and indicators of attacks
resulting in outliers might affect not only the one feature being identified as irrelevant or
redundant, and is thus dropped, and (ii) attacks and their affecting outliers predominantly
correspond to the same features. Particularly the second could be shown in [51] where
some features have been more significant over multiple attack scenarios, e.g., B.Packet Len
Std, Flow Duration, or Flow IAT Std. Most of the state-of-the-art work of FS within the
context of OD does not discuss this dilemma since they are either working supervised
and know which features contain the outliers or they are working in an offline setting,
having training data available. Therefore they know all the data including those containing
outliers beforehand. In the next two sections, we present the conceptualization alongside



Appl. Sci. 2021, 11, 12073 10 of 30

operation modes for UFSSOD and provide its internal functionality with regard to cluster
feature scores in order to obtain the top features for OD on SD.

4.1. Operation Principle

The operation principle of UFSSOD is shown in the block diagram of Figure 1. Data
instance (data point) xt with dimension d of the data stream {Xt ∈ Rnt×d, t = 1, 2, ...}
streams into the module UFSSOD at each time step t composed of the global feature space
F = { f1, f2, ..., fd}. Thus, it is capable of computing a ranked list of features contributing
the most for the purpose of OD leading to a subset FS = { fi1, fi2, ..., fiγ} of the top-γ-
features for each time step t where a higher value of fi indicates a highly contributing
feature for the purpose of OD. With respect to unsupervised feature selection on streaming
data for the purpose of outlier detection, UFSSOD’s main objective is to reduce the set of
features in xt obtaining x∗t according to Equation (2) by using the subset FS ⊂ F . Besides,
if desired, UFSSOD is able to produce possible outlier candidates by providing scaled
outlier scores ỹ0 for each xt without increasing the overall complexity in big O notation
referring to [52]. Algorithm 1 provides a high-level overview of UFSSOD’s operation
principle consisting of the scoring and clustering functionality for feature scores, denoted as
ufssod_scoring and ufssod_clustering. The internal working of both key modules is described
in detail in Section 4.3.

x∗t = xt ∩ FS (2)

xt   Xt

F={f1,f2,f3, ,fd}

  ufssod_scoring

UFSSOD

y0 Moving Mean / 
Standard 
Deviation

Scaling
y0 ~

LodaCont.

sf 

μt, σt

  ufssod_clustering

Moving Mean
sf 
-

flag

γ 

ckmeans_1d_dp
indices

indices FS
xt*

Figure 1. Block diagram and operation principle of UFSSOD.

Algorithm 1: High-level operation principle of UFSSOD.
Input: A sample xt and a f lag to control ufssod_clustering
Output: A reduced sample x∗t based on feature subset FS and the scaled outlier

score value ỹ0
1 ỹ0, s̄ f ← ufssod_scoring(xt) .referring to Algorithm 2
2 if flag is set then
3 indices← ufssod_clustering(s̄ f ) .referring to Algorithm 3
4 else
5 indices← the lastly acquired indices

6 x∗t ← xt[indices]
7 return x∗t , ỹ0

4.2. Operation Modes

The conceptualization for an online unsupervised FS in an application for streaming
OD is depicted in Figure 2 showing the sequential operation mode for UFSSOD. Inde-
pendent of the applied operation mode, in the starting point t0, where no FS has been
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performed, or the initialization of each algorithm takes place, γ is set to d in order to
work with all features. The module Unsupervised Online OD operates an online capable
unsupervised OD algorithm, e.g., xStream [14], Loda [52] or iForest_ASD [53], and uses the
proposed subset FS to boost its performance, yielding a more precise outlier score yi based
on x∗t . One might also apply multiple classifiers in parallel in the Unsupervised Online OD
module to exploit the power of a combination of m individual classifiers depending on the
available resources. For this, one might define a certain resource budget r comprising of
computational resources such as CPU or wallclock time as well as memory usage and let m
be a function of r. Thus, even during runtime, some classifiers might be turned off for the
sake of resource preservation. The outlier scores y0 and yi are normalized using Gaussian
Scaling proposed by [54] according to Equation (3) in which er f () is the Gaussian Error
Function, which is monotone and ranking stable.

ỹ = max{0, er f (
y− µt

σt
√

2
)} (3)

The moving average µt and standard deviation σt of the outlier scores until time t
are obtained by applying, e.g., the well-known Welford’s algorithm [55] or one of the
methods proposed in [13]. Scaling is necessary when combining algorithms of different
nature with different characteristics. For instance, operating LodaTwo Hist. with different
window sizes will result in different averaged score values due to the different state of
knowledge on normal data. With increasing window sizes, the model becomes more
accurate while seeing larger amounts of normal data, which are then scored less compared
to models obtained from smaller window sizes. With the mean and standard deviation
proportion of the Gaussian Scaling this difference will be eradicated and with the Error
Function the scores are tailored to the interval between 0 and 1. With the normalized outlier
scores, a final score can be computed, which might also be weighted. The confidence
level of the Unsupervised Online OD module is typically higher than those of UFSSOD,
since it operates on the reduced representation of a sample x∗t and thus one might give a
higher weight to its score. For this, Equation (4) can be used depending on the weights
g0 for UFSSOD and gi for each classifier (typically gi > g0) where g0 + ∑i gi = 1 and
ỹ ∈ [0, 1] applies. Using domain expertise, a reasonable threshold can be determined over
runtime, yielding a decent classification performance that assigns a binary value from the
set {normal, abnormal} for each ỹ.

ỹ = g0ỹ0 +
m

∑
i=1

gi ỹi (4)

UFSSOD

Σ
y0 (xt)

xt   Xt

F={f1,f2,f3, ,fd} FS={fi1,fi2,..,fi γ }

xt*

y (xt)
~

~yi (xt*)
Unsupervised 

Online OD

 

~

Figure 2. Conceptualization of module interaction for unsupervised FS for OD on SD (sequential
approach).

Since the UFSSOD module is able to provide different feature scores at each time step
t, resulting in possible other top-γ-features than at time t− i, the downstream applied
Unsupervised Online OD module might be capable of dealing with those changing features.
If this is the case, the setup can truly work online, meaning that UFSSOD provides an
updated version of the feature subset FS with a potentially changing cardinality that is
used by the Unsupervised Online OD module to detect outliers in each t. To the best
of our knowledge, only xStream is able to handle this situation. Moreover, xStream not
only handles a varying cardinality of the feature subsets but is also able to deal with
completely newly occurring features. However, the latter is not the focus of this work
since for domain specific applications features are assumed to be known beforehand. Since
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most of the state-of-the-art unsupervised OD algorithms are operating on a fixed set of
features with a fixed cardinality, a windowed approach can be utilized if the subsequently
applied online OD algorithm is able to dynamically change its model during runtime. Thus,
it can replace the old feature subset with the newly proposed one after the current time
window elapsed. Possible algorithms would be iForest_ASD, which rebuilds its forest after
a certain condition is met, thus also allowing to rebuild it with a different feature subset,
or LodaTwo Hist. and HS-Trees using windowing where models are replaced with the ones
currently built and the ones that will be built can use the current feature subset. With
respect to LodaTwo Hist., the old histograms built and classified with FS(t−i) will be replaced
with the new histograms using FS(t), also allowing to change the cardinality (different
top-γ-features).

If this sequential operation limits the throughput, a parallel approach can be utilized
where both modules UFSSOD and Unsupervised Online OD work in parallel. As depicted
in Figure 3 the online OD algorithm for each t operates with the previously proposed
subset FS2, while the UFSSOD module continuously proposes a new FS, which is stored
within FS1. The Unsupervised Online OD module can now decide whether it changes its
feature subset for each t by using the one proposed by UFSSOD in t− 1 switching between
FS1 and FS2 or switching subsets again in a windowed fashion. The latter seems more
convenient if the setup must not truly work online since the OD algorithm can work with
the full throughput using the static feature subset until its model gets replaced or updated
with the new subset, which was generated within the current time window. Furthermore, it
should be noted that ufssod_clustering with respect to Algorithm 2 must not necessarily be
performed for each sample in order to preserve resources while operating in the windowed
mode. Thus, continuously ufssod_scoring is performed but ufssod_clustering is only
performed if the subsequent classifier demands a new feature subset. With respect to
LodaTwo Hist. and Figure 3, the old histograms built and classified with FS2 will be replaced
with the new histograms switching to FS1 when the window size is reached, whereas
UFSSOD continuously updates FS1 until switching.

xt   Xt

F={f1,f2,f3, ,fd}
y (xt)

y0 (xt)

yi (xt*)
Σ

  FS1     

  FS2

FS={fi1,fi2,..,fi γ }

UFSSOD

Unsupervised 
Online OD

 xt*

~

~ ~

Figure 3. Conceptualization of module interaction for unsupervised FS for OD on SD (parallel
approach).

Algorithm 2: Scoring functionality of UFSSOD—ufssod_scoring().
Input: A sample xt
Output: The scaled outlier score ỹ0 and the averaged feature scores s̄ f

1 y0, s f ← Loda_cont.update_score(xt)
2 µt ← outlier_score.moving_mean(y0)
3 σt ← outlier_score.moving_sd(y0)
4 ỹ0 ← argmax(0, erf( y0−µt

σt
√

2
))

5 s̄ f ← feature_scores.moving_mean(s f )
6 return ỹ0, s̄ f

4.3. Model for Scoring and Clustering Features

In this section, details of the internal working of UFSSOD (Figure 1) with regard to
the core modules, ufssod_scoring() and ufssod_clustering(), is provided. Motivated by the
functionality of Loda to rank features according to their contribution, UFSSOD leverages an
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adapted version of LodaCont. that continuously processes the feature scores for ranking and
proposing the top-γ-features. Besides, it is able to provide outlier scores for each incoming
xt. It fulfills all the requirements of FS for SD and OD stated in Section 3.1. Also encouraged
by IBFS, which exploits the training process of iForest for FS, we aimed to bring the nature
of an online OD algorithm into this field as well but for the SD context. However, Loda
seems more appropriate since it handles high-dimensional data more efficiently and is able
to handle concept drifts. We see ourselves validated in our approach, since the evaluations
of [14] prove that projection-based methods, as is the case with Loda, are advantageous in
high dimensions with many irrelevant features, because the features relevant for OD are
less likely to be selected by other methods that operate with F . Therefore, sorting out those
irrelevant features from high-dimensional data will significantly aid other OD methods
by increasing their performance. Furthermore, the author of Loda already showed the
capability of the algorithm to identify meaningful features in his experiments.

Our basis for LodaCont. is the Appendix: online histogram stated in [52]. However, it
must be noted that both of its Algorithms 3 and 4 contain minor mistakes. In the former
zmax is computed by the min instead of the correct max function and referring to the latter,
the formula for the probability p(z) should depend on a weighted average of the bin counts.
With the formula given, one obtains negative results in the case for negative zi and zi+1. A
corrected version has also been proposed by [56] such that for instance if z is closer to zi,
p(z) gets weighted closer to p(zi) accordingly (Equation (5)).

p(z) =
(zi+1 − z)mi + (z− zi)mi+1

M(zi+1 − zi)
(5)

Algorithm 3: Feature clustering of UFSSOD—ufssod_clustering().
Input: The averaged feature scores s̄ f and optional=(γ, γmin, distance)
Output: The set of indices of FS for xt to obtain x∗t

1 if γ is set then
2 return indices← first γ of argsort(s̄ f , descending)

3 if γmin not set then
4 γmin ←

√
|s̄ f |

5 result← ckmeans_1d_dp(s̄ f )
6 while result.|cluster1| < γmin do
7 k← result.kopt - 1
8 result← ckmeans_1d_dp(s̄ f , k)

9 indices← result.cluster1
10 if distance == true then
11 cr1 ← Ø cluster1/2
12 cr2 ← Ø cluster2/2
13 i← 1
14 while cri + cri+1 > center_distance(clusteri, clusteri+1) do
15 i← i + 1
16 cri+1 ← Ø clusteri+1/2
17 indices← indices + result.clusteri+1

18 return indices

The one-tailed two-sample t test has been proposed by the author of Loda, referring to
Equation (4) in [52] to measure the statistic significance of each feature to its contribution of
a sample’s anomalousness. Apart from the complexity of LodaCont. in time with O(hd−

1
2 )

and space O(h(d− 1
2 + b)), referring to the naïve implementation of continuously updated

histograms where h is the number of histograms and b the number of histogram bins,
the identification of relevant features does not increase the complexity. This is because
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the statistical test performed is linear with respect to the number of projections h and
number of features d and only increases the complexity in big O notation by a negligible
constant [52]. We have integrated the functionality of relevant feature identification of
LodaCont. in UFSSOD as a fundamental part and are able to produce feature scores s f i(t) for
the ith feature fi at each time step t for one sample xt, resulting in a one-dimensional array
s f = {s f 1, s f 2, ..., s f d} of d feature scores per sample. Similarly to the continuous updating
of the histograms, we propose to continuously update the feature scores for each sample by
incremental averaging. There are various approaches discussed in [13], e.g., Exponentially
Weighted Moving Average, that are better able to cope with occurring concept drifts in
the feature scores while incrementally averaging them. As of now, however, we apply
the incremental average as given per Equation (6) with a continuous counter value nt
for each new data instance, in order to obtain the averaged array of feature scores s̄ f
but reserve the right to use more advanced moving methods in future work. While only
preserving d values for the current average scores, one value for the continuous counter nt
and performing d updates of the scores, both the space and time complexity for each feature
score averaging is O(d) when applying Welford’s algorithm. This does not significantly
increase the overall complexity of UFSSOD since d is fixed. A summary of the scoring
functionality of UFSSOD for both the outlier score and the feature scores, inclusive of their
processing, is shown in Algorithm 2.

s̄ f i(t) =
1
nt
(s̄ f i(t−1)nt−1 + s f i(t)) (6)

Since the features within the subset are not only influencing the efficiency of the OD
task but also the cardinality of the set significantly, the number γ referring to the top-features
is crucial. However, this is an optimization problem where the intention is to optimize the
solution in such a way that the highest accuracy can be reached together with the lowest
execution time achieved, e.g., by a smaller number of features. According to [8] it is still a
challenging and known problem to determine the optimum number of features to select.
Since this mostly applies for the supervised and offline case, we are stating that finding an
optimal solution and therefore a point of equilibrium between the best classification with
the lowest computational performance is impossible in the online setting.

When the Unsupervised Online OD module demands a new subset of the top-γ-
features, UFSSOD clusters s̄ f to obtain the cluster(s) with the top scoring features. Even
if clustering in one-dimensional space is not as trivial as it sounds, some algorithms are
capable of solving this task, e.g., by applying Kernel Density Estimation (KDE), having
a strong statistical background and seeking for local minima in density to split the data
into clusters. However, we are proposing the k-mean adaption for one-dimensional clus-
tering Ckmeans.1d.dp [57,58]. It achieves O(kd) by the optimization proposed in [58] for
both time and space complexity, where k refers to the number of clusters built. Three
improvements have been made for Ckmeans.1d.dp for the application within UFSSOD. We
have (i) increased the factor of the Log-Likelihood within the BIC (Bayesian Information
Criterion) computation, relevant to finding the optimum number of clusters k in order to
better cluster the feature scores by more distinct spacing between data points. To avoid the
case of too few feature scores in the top cluster yielding a small γ, we (ii) add a minimum
constraint of having at least γmin feature scores in the top cluster. Thus, Ckmeans.1d.dp is
performed as long as |cluster1| ≥ γmin by successively reducing k starting from the initial
optimum number of clusters kopt. This adds a negligible constant to big O notation in
the worst case where |cluster1| = 1 of γmin − 1. For γmin, we are proposing a minimum
number of d

√
de features, which is often used as a rule of thumb for selecting features

and achieved promising results in our evaluation. However, γmin can also be freely set
by the domain expert. Since γmin only states the least requirement and the second, third,
etc. best clusters might have promising feature scores as well. We are (iii) also proposing
to check the distances between the cluster centers and their radii, which are defined by
the utmost feature score from the cluster center as depicted with semicircles in Figure 4.
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Thus, not only the features of the cluster with the top scoring features cluster1 are returned,
with |cluster1| ≥ γmin, but also those where the distance between the centers of clusteri
and clusteri+1 is less than the sum of radii of clusteri and clusteri+1. Within the example
of Figure 4 for d = 20, d

√
de = 5, |cluster1| = 6 the feature scores of cluster1 are returned

with (ii) and γ = 6 whereas those of cluster1 + cluster2 are returned with (iii) and γ = 11.

0 0.2 0.4 0.6 0.8 1

cluster1
cluster2cluster3cluster4

s̄ f i(t)

Figure 4. Visualization aid of ufssod_clustering with four exemplary clusters and semicircles around
the cluster centroids.

It is again noted that the cardinality has a significant impact on the classifier since
some even perform well with only a few features [26,51] whereas others operate best in
high dimensions [14] or fluctuate with a varying number of relative features [52]. However,
depending on the classifier used, one might adapt γmin or not use the cluster approach at
all by setting γ to a certain value. UFSSOD then ranks the feature scores in descending
order, e.g., by the widely accepted Quick Sort or Merge Sort algorithm, and returns the
top-γ-features. Depending on the chosen setup, in terms of complexity, we propose Merge
Sort since the space and time complexity of d feature scores, even in the worst case, is O(d).
A summary of the clustering functionality of UFSSOD is shown in Algorithm 3.

5. Evaluation

This section gives a glance at the experimental setup used for evaluation. First the test
environment is presented, followed by information on the dataset collection used and a
description of the evaluation methodology.

5.1. Test Environment

Experiments were conducted on a virtualized Ubuntu 20.04.1 LTS equipped with 12
x Intel(R) Xeon(R) CPU E5-2430 at 2.20 GHz and 32 GB memory running on a Proxmox
server environment. All programs are coded in Python 3.7. Unless otherwise stated,
commonly used Python libraries, e.g., numpy, are used for instance with the argsort
function applying Merge Sort to sort the feature scores. We implemented ufssod_clustering
in Python according to Ckmeans.1d.dp [58] with only the relevant functions for BIC and
the one-dimensional cluster-routine and adapted it with respect to Section 4.3. As of now,
however, we did not implement the return of additional clusters based on the cluster center
distance verification.

For FS, we integrated the code (https://github.com/takuti/stream-feature-selection,
accessed on 11 February 2021) for FSDS [28] and implemented IBFS according to the
original paper [46] in the code (https://github.com/mgckind/iso_forest, accessed on 11
February 2021) of iForest. UFSSOD has been implemented according to Section 4.3 in
Python as well.

For online OD on SD, we have chosen six off-the-shelf ensemble algorithms. Most
of them have been shown to outperform numerous standard detectors [59]. The Python
framework called PySAD (https://pypi.org/project/pysad/, accessed on 19 February
2021) (Python Streaming Anomaly Detection) proposed in [60] is used to provide multi-
ple implementations for online/sequential anomaly detection. It contains among others
RS-Hash [61], HS-Trees [62], iForest_ASD [53], Loda [52], Kitsune [63] and xStream [14].
However, some of them are not yet fully implemented, e.g., iForest_ASD, or their of-
fline (batch) implementation is included, taken from PyOD [64], rather than their online
counterparts as for Loda and xStream. Thus, we integrated RS-Hash, HS-Trees, and
Kitsune from PySAD and used our own Python implementation of LodaTwo Hist.. We

https://github.com/takuti/stream-feature-selection
https://github.com/mgckind/iso_forest
https://pypi.org/project/pysad/
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have avoided the use of the Rozenholc formula, stated by [52], to obtain the optimum
number of bins per histogram and used default numbers of histograms and bins for all
runs. Furthermore, iForest_ASD from scikit-multiflow [11] and the iMForest implementa-
tion (https://github.com/bghojogh/iMondrian, accessed on 19 February 2021) provided
along with [48] was added for the online case. However, iForest_ASD was not included in
the measurements due to (i) the lack of properly setting the drift threshold depending on
the used datasets, which led to intense time-consuming measurements, and (ii) our desire
to rely on the more advanced and recent iForest streaming competitor iMForest. xStream
was taken from the StreamAD library (https://pypi.org/project/streamad/, accessed on 19
February 2021) providing the streaming version rather than the static one, as with PySAD.
Unless otherwise stated, the default hyperparameters of the algorithms have been used
and outlier thresholds have been fixed for all measurements. In order for the classifiers
not to start their classification with empty models, all measurements are first initialized by
processing 40% of the same input data later used for classification. This approach seems
legitimate to us since we do not focus on the actual performance of each individual online
OD classifier but rather want to evaluate the impacts of FS to them.

In terms of evaluation metrics, for each measurement, we computed the typical
parameters of the confusion matrix for binary classification, True Negatives (TN), False
Negatives (FN), False Positives (FP), and True Positives (TP) to derive the harmonic mean
of precision and recall, denoted as the F1 score. It represents the classification performance
of an algorithm and can be computed by Equation (7). Compared to other work that relies
on the ROC (Receiver Operating Characteristic Curve), AUC (Area under the ROC), or only
accuracy metric, e.g., [34,36,46], we see that the F1 score is more appropriate for OD since,
e.g., the false positive rate used in the ROC metric depends on the number of TN, whose
proportion in OD is typically quite large. Hence, the ROC curve tends to be near 1 when
classifying imbalanced data and thus is not the best measure for examining OD algorithms.
A good F1 indicates low FP and FN and is therefore a better choice to reliably identify
malicious activity in the network security domain without being negatively impacted by
false alarms.

F1 =
TP

TP + 1
2 (FP + FN)

(7)

Furthermore, we have measured the average runtime per OD algorithm, denoted as
avg_t, as a representative metric for the computational performance. Thus we accumulated
the elapsed time for individual steps necessary to perform, e.g., partial fitting or prediction
to derive the average runtime after multiple iterations for processing a particular dataset.
Having a tradeoff between the classification and computational performance, the third
metric is the ratio of F1/avg_t.

5.2. Data Source

Rather than relying on a security-domain specific single dataset such as KDD’99, NSL-
KDD or a predestined younger one CSE-CIC-IDS2018 (https://registry.opendata.aws/cse-
cic-ids2018/, accessed on 5 March 2021), we have deliberately chosen real-world candidate
datasets from the ODDS (http://odds.cs.stonybrook.edu/about-odds/, accessed on 5
March 2021) (Outlier Detection DataSets) Library [65] which are commonly used to evaluate
OD methods for various reasons. In recent years, the majority of state-of-the-art IDS
datasets have been criticized by many researchers since their data is out of date or do not
represent today’s threat landscape [51,66,67]. Even if CSE-CIC-IDS2018 overcomes some
shortcomings, it was not optimal for the extensive number of measurements performed
(Figure 5) due to its enormous number of data instances in multiple files. Furthermore,
we wanted to stress test UFSSOD with very dynamic datasets, meaning that outliers
might occur in various features, which are typically not the same. As could be shown
with its predecessor, the CICIDS2017, only a subset of three to four features per attack
is enough to describe it best [51], making it look quite static. With an ensemble of the

https://github.com/bghojogh/iMondrian
https://pypi.org/project/streamad/
https://registry.opendata.aws/cse-cic-ids2018/
https://registry.opendata.aws/cse-cic-ids2018/
http://odds.cs.stonybrook.edu/about-odds/
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15 datasets from ODDS shown together with their characteristics in Table 3, we have
focused on a variety of datasets in terms of length, dimension, and outlier percentage from
multidisciplinary domains. Except for lympho and vertebral, which have been neglected
due to their insignificant number of data instances or dimensions, those datasets are also
used by PyOD for benchmarking. Furthermore, to reduce the processing runtime of each
OD algorithm we truncated mnist, musk, optdigits, pendigits, satellite, satimage-2, and shuttle
while mostly maintaining its outlier percentage.

Table 3. Characteristics of the utilized and partially adapted datasets from ODDS [65].

ID Dataset # Instances # Dimensions Outliers (%)

1 arrhythmia 452 274 14.6
2 cardio 1831 21 9.6
3 glass 214 9 4.2
4 ionosphere 351 33 35.9
5 letter 1600 32 6.25
6 mnist 2603 100 26.9
7 musk 1000 166 9.7
8 optdigits 2216 64 6.8
9 pendigits 2000 16 2.3
10 pima 768 8 34.9
11 satellite 3000 36 31.1
12 satimage-2 1750 36 1.0
13 shuttle 3000 9 7.9
14 vowels 1456 12 3.4
15 wbc 378 30 5.6
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Figure 5. Flowchart of the evaluation measurements.

5.3. Evaluation Methodology

For the comparison of FSDS and IBFS, as representatives of FS for SD and OD, with
UFSSOD, our methodology is shown in a flow chart in Figure 5. For each dataset of Table 3
we have performed extensive measurements by first setting an FS algorithm. It must be
noted that FSDS is relying on the number of singular values k. The authors of FSDS state
that this parameter should be equal to the number of clusters in the dataset. However, since
our focus is on classification rather than on clustering, we have performed measurements
with different values for k to test the applicability of FSDS for OD. After the FS algorithms
yield their scores for each feature, the subset is obtained by different γ, e.g., the top 25%
ranked features, randomly chosen γ features, or automatically proposing γ features by
using ufssod_clustering to avoid the top-γ-problem. Each obtained subset has been used
by six online capable OD algorithms per measurement yielding avg_t and F1 per classifier.
Finally, the results have been averaged across 10 independent runs, since most of the
methods are non-deterministic, e.g., negatively affected by random projection.

Since no other unsupervised FS algorithms for OD with regard to a streaming fashion
exist, we have tested our conceptualization in the two proposed settings of Figures 2 and 3.
Thus, we let UFSSOD compute an outlier score and propose the top-γ-features for each
data instance that will immediately be used and processed sequentially by xStream. For
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LodaTwo Hist. we have used the parallel approach and let Loda build histograms using the
current feature subset while classifying with the old one. The window size was set to
200 samples rather than 256 used by [52] because of the limited number of data instances in
the glass dataset. After the window size is reached, the current classifying histograms are
replaced with the ones built and the new histograms are built using the currently proposed
subset by UFSSOD. The streaming setting was only performed on the datasets with IDs 2,
5, 6, 8, 9, 11, 12, 13, and 14 due to their more meaningful number of data instances for a
streaming setting. Since we stick to the default threshold values for most of the classifiers
and do not extract the score values but their binary prediction, we have not utilized the
scaled combination approach so far. Despite that, we have combined the results of UFSSOD,
xStream, and LodaTwo Hist. by a simple logical or-conjunction in three settings: UFSSOD
with xStream, UFSSOD with LodaTwo Hist. and UFSSOD with xStream with LodaTwo Hist.
as a combination of UFSSOD with two downstream applied OD algorithms. Although
achieving a higher TP while also producing more FP, our approach is legitimate under the
assumption that it is more important to detect attacks while coping with FP in a consecutive
alert analysis. Albeit not within the scope of this work, it must be noted that most of the
classifiers are not able to perform root cause analysis, e.g., Kitsune as stated in [68], which
might be relevant for a subsequent alert analysis.

6. Discussion of Results

In this section we discuss some of the key results obtained by the comprehensive eval-
uation. We have structured this section into three parts. First we discuss the applicability
of FSDS as an FS algorithm for SD when utilized for the purpose of OD by comparing it
with IBFS and UFSSOD. Then, IBFS as an FS algorithm for OD is compared with UFSSOD
in different feature subset settings to discuss the comparable operational capability of
UFSSOD as an FS algorithm for OD. Lastly, we prove the applicability of UFSSOD in
conjunction with the online OD algorithms xStream and LodaTwo Hist. in two different
streaming settings.

6.1. Comparison of FSDS, IBFS and UFSSOD with the Best 25% Features

First, we compare the results for γ set to the 25% of the top-ranked features for FSDS,
IBFS, and UFSSOD. The reason behind only considering the top 25% is that if the FS
algorithm is able to rank the features according to their contribution of anomalousness
properly, the results should, even with this limited amount of features, be noticeable for the
task of OD. If one of the FS algorithms yielded poor results even for the top features, we
could show its non-applicability to the task of OD. The results of the F1/avg_t metric are
shown in Table 4. We have chosen the F1/avg_t metric in this setup since, independently
of IBFS being an offline FS algorithm, we wanted to include the information of the tradeoff
between classification and computational performance, especially to compare FSDS with
UFSSOD, being of online nature. Since we have also compared feature subsets of the same
cardinality, this approach is legitimate. Nevertheless, the results for F1 show a similar
behavior. It is noted that FSDS is able to process more than only one sample at each time t.
The implementation used, required 10 samples at each time to function properly. Thus, the
results, with regard to avg_t, would be even worse for FSDS if it only processed 1 instead
of 10 samples due to a longer runtime.
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Table 4. F1/avg_t results for FSDS (different k), IBFS, and UFSSOD for γ set to 25% of d for datasets
with ID i (values are scaled with ×10−3 and in unit 1/s, best performing feature set in bold).

ID

FS
D

S_
k_

1

FS
D

S_
k_

2

FS
D

S_
k_

3

FS
D

S_
k_

4

FS
D

S_
k_

5

FS
D

S_
k_

6

FS
D

S_
k_

7

FS
D

S_
k_

8

IB
FS

ra
nd

om

U
FS

SO
D

1 10.01 10.35 10.28 9.92 9.97 10.11 9.97 9.99 11.27 8.18 9.89
2 2.41 2.03 2.21 1.55 1.62 1.71 1.77 1.71 2.83 2.24 2.58
3 7.30 7.92 6.40 9.36 7.21 11.00 8.80 9.39 12.20 6.88 3.30
4 17.19 19.52 18.76 18.26 18.17 18.94 18.34 17.61 18.55 18.47 18.99
5 1.36 1.42 1.41 1.40 1.06 1.16 0.88 1.21 1.39 1.15 1.32
6 2.01 2.11 2.07 2.18 1.99 2.02 2.31 2.46 1.77 1.69 1.81
7 6.43 6.95 8.56 8.86 7.12 6.20 5.02 5.10 7.75 6.62 6.49
8 1.39 1.36 1.16 1.41 1.30 1.31 1.41 1.88 0.68 0.54 0.68
9 0.93 0.85 0.68 0.63 0.67 0.49 0.51 0.55 0.63 0.78 0.61

10 7.02 7.06 6.15 7.32 6.11 5.45 6.39 8.81 7.84 7.41 8.91
11 1.58 2.20 2.01 2.01 2.40 2.12 2.17 2.05 3.21 2.00 3.17
12 0.54 0.39 0.51 0.60 0.59 0.62 0.67 0.56 1.26 0.58 0.95
13 1.08 0.70 0.59 1.93 1.65 1.40 1.66 1.24 1.24 0.76 2.82
14 0.60 0.66 0.73 0.80 0.86 1.09 1.00 0.64 1.64 0.97 1.23
15 13.39 12.40 11.17 10.55 11.05 12.97 12.73 10.51 25.75 11.47 24.84

Surprisingly, for some datasets, FSDS performs comparably or even better than IBFS
or UFSSOD. However, for those datasets even randomly choosing 25% of d features
perform mostly comparable as well and the better F1/avg_t is mostly explained by the
better average runtime of FSDS compared to IBFS and UFSSOD, especially for datasets
with a high dimension. For instance, with musk (d = 100), IBFS and UFSSOD have
an approximately 29% higher runtime compared to all FSDS subset results. For better
comprehensibility, two exemplary plots of the F1 for letter and musk are shown in Figure 6
where IBFS and UFSSOD performed poorly and FSDS achieves better results. For letter in
Figure 6a, the overall F1 is quite poor, also showing that randomly choosing 25% of features
achieves results comparable to the other subsets. It is due to the nature of both IBFS and
UFSSOD, being based on an OD algorithm, that if the overall F1 is poor, to not reliably
score the feature contributions with regard to their anomalousness. With an overall decent
F1 achieved by the subsets in musk (Figure 6b), one can clearly see that IBFS and UFSSOD
perform significantly better than the random subset and for most of the FSDS subsets with
different k.
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Figure 6. Exemplary F1 plots for badly-performing IBFS and UFSSOD using top 25% feature subsets on datasets letter (a)
and musk (b).
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Figure 7 shows the F1 results of datasets where IBFS and UFSSOD performed well
and an overall decent F1 could be achieved. In all subfigures it can be seen that both IBFS
and UFSSOD achieved better results than randomly selecting 25% of features, proving that
even for this fixed small amount of features, IBFS and UFSSOD are able to score features
reliably according to their contribution of anomalousness. Two key outcomes can be noted.
First, in most of the cases FSDS could not achieve better results than randomly selecting
features while IBFS and UFSSOD are able to produce better ones. Second, independent
of the used parameter k, the results significantly vary for each k per dataset without any
pattern apparent, e.g., the smaller the dimension the smaller the k. Even if promising
results can occasionally be obtained for some k, without any pattern behind, one is not able
to properly set the parameter. Those individual cases, e.g., in Figure 7d with FSDS and
k = 1, might be explained by FSDS’ ability to find redundancy among features in a higher
dimension, which scored worse and coincidentally might not contain any outliers. Thus,
their removal will positively affect the F1. However, this way of sorting out irrelevant
features is not the actual intention of FS for the task of OD.
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Figure 7. Exemplary F1 plots for well-performing IBFS and UFSSOD using top 25% feature subsets on datasets cardio (a),
pima (b), satellite (c) and wbc (d).

To find an explanation for the worse performance of IBFS and UFSSOD compared
to FSDS in terms of F1/avg_t for some datasets, we have examined two exemplary ones:



Appl. Sci. 2021, 11, 12073 21 of 30

musk (Figure 6b) as a representative for the badly-performing and satellite (Figure 7c)
for the well-performing with decent F1 scores. We then examined the plotted feature
scores of both, which are depicted in Figure 8. It can clearly be seen in Figure 8a and
especially in Figure 8b that the majority of scores lies densely within a certain range and is
homogeneously distributed, which is an indicator that outliers tend to occur in any feature.
Referring to Figure 8c and especially Figure 8d, a more heterogeneous distribution of the
feature scores for the satellite dataset can be seen, reasoning that outliers might tend to
occur in the same features, which generally contribute more to the outlier score.
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Figure 8. Exemplary plots for feature scores s̄ f i(t) of IBFS (a,c) and UFSSOD (b,d) applied on musk (a,b) and satellite (c,d)
(the more intense the color, the higher the score, and the more important the feature).

6.2. Comparison of IBFS and UFSSOD with Different Feature Sets

Since FSDS did not prove to be a promising candidate for OD, we have proceeded our
result discussion by comparing IBFS and UFSSOD. Because of applying different feature
set lengths and an offline with an online algorithm, we now focus on the results of the F1
metric for different subsets, as shown in Table 5, since we do not want to blur results with
shorter average runtimes. For only two datasets, optdigits and satellite, using all features is
more promising whereas, for optdigits, the feature subsets perform much worse. For satellite
the F1 scores across all columns are comparable.

A better picture of the bad performance for optdigits can be made by examining the
feature scores s̄ f i(t), as shown in Figure 9. The red crosses mark those features that are
returned by ufssod_clustering applied on the scores of IBFS and UFSSOD. From a number
of 64 features for full dimension, ufssod_clustering applied on IBFS and UFSSOD only
marks 9 features to be the most important. Since for optdigits it generally applies that the
higher the number of features in the subset the better the score, even the measurements
with 75% of features seems not sufficient enough. Again, this is supporting the assumption
that for optdigits outliers tend to occur in any feature. An overall F1 of only 0.158 by
using all features shows that the online OD algorithms also performed quite poorly on
this dataset.

Even if IBFS and UFSSOD with the ufssod_clustering subset performed approximately
7% faster with regard to avg_t, considering the F1/avg_t metric for all subsets depicted in
Figure 10, it did not significantly influence the results at all.
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Table 5. F1 results for IBFS and UFSSOD for different γ (feature subsets) for datasets with ID i
(full_dim refers to using all features γ = d, *_25,50,75 refers to setting γ to the top scoring 25, 50, and
75% features and *_ckm refers to the top-γ-features obtained by ufssod_clustering, best performing
feature set in bold).

ID

fu
ll

_d
im

ib
fs

_2
5

ib
fs

_5
0

ib
fs

_7
5

ib
fs

_c
km

uf
ss

od
_2

5

uf
ss

od
_5

0

uf
ss

od
_7

5

uf
ss

od
_c

km

1 0.279 0.305 0.290 0.277 0.308 0.274 0.282 0.286 0.266
2 0.295 0.297 0.284 0.293 0.296 0.261 0.298 0.297 0.264
3 0.092 0.158 0.090 0.110 0.090 0.054 0.062 0.138 0.060
4 0.470 0.408 0.458 0.491 0.398 0.409 0.438 0.472 0.459
5 0.129 0.137 0.134 0.141 0.120 0.124 0.113 0.115 0.123
6 0.271 0.266 0.295 0.319 0.312 0.340 0.303 0.344 0.312
7 0.359 0.482 0.435 0.420 0.463 0.404 0.420 0.404 0.411
8 0.158 0.079 0.096 0.138 0.092 0.086 0.083 0.099 0.065
9 0.101 0.072 0.094 0.090 0.060 0.072 0.097 0.097 0.102

10 0.350 0.345 0.245 0.351 0.248 0.390 0.234 0.327 0.348
11 0.364 0.354 0.297 0.306 0.292 0.352 0.300 0.339 0.347
12 0.061 0.067 0.075 0.067 0.064 0.056 0.073 0.064 0.058
13 0.395 0.113 0.303 0.406 0.447 0.260 0.341 0.340 0.397
14 0.093 0.075 0.096 0.109 0.095 0.057 0.098 0.091 0.097
15 0.283 0.321 0.292 0.249 0.305 0.302 0.293 0.273 0.310
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Figure 9. Exemplary plots for feature scores s̄ f i(t) of IBFS (a) and UFSSOD (b) applied on optdigits (the more intense the
color, the higher the score, and the more important the feature; red crosses mark the top-γ-features by ufssod_clustering).
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Figure 10. F1/avg_t (a) and avg_t (b) results for optdigits referring to Table 5.
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Independently of whether using IBFS or UFSSOD, in the majority of cases using a
subset of features performs better than using the full set. For better comprehensibility, two
exemplary plots for datasets that have achieved decent F1 scores are shown in Figure 11.
In Figure 11a, it can be seen that using all 100 features of the mnist dataset degrades the
classification performance, whereas ufssod_clustering with 37 (IBFS) and 21 (UFSSOD) fea-
tures achieved very good results in terms of F1/avg_t. For UFSSOD, slightly more features
as shown with the 25% measurement would have achieved even better results. Figure 11b
shows the results for the wbc dataset and that it is not always better to choose a high
percentage of top scoring features. From the 30 features in total, using ufssod_clustering
with 10 (IBFS) and 14 (UFSSOD), features achieved much better results than subsets with a
higher number.
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Figure 11. F1/avg_t results for well-performing datasets mnist (a) and wbc (b) referring to Table 5.

In order to show the influence of applying ufssod_clustering for IBFS or UFSSOD for
each classifier, we refer to Table 6. As a representative example with the wbc dataset, the
percentage increase or decrease of the metrics avg_t and F1 compared to the measurements
using the full feature dimension is shown. For each classifier, applying ufssod_clustering,
whether on IBFS or UFSSOD, could decrease the runtime by approximately 12% on average
considering the significant improvement on Kitsune. The F1 score could be increased by
approximately 14% on average. HS-Trees and Kitsune show a significant improvement
and a slight improvement could also be noticed for LodaTwo Hist., whereas iMForest and
RS-Hash have shown a classification degradation. For xStream the application of UFSSOD
even yielded an F1 improvement compared to IBFS.

Table 6. Individual classifier performance in terms of the percentage increase/decrease of avg_t and
F1 applying ckeans_ufssod on IBFS and UFSSOD compared to full dimension on wbc dataset.

wbc (d = 30)
γ = 10 (ibfs_ckm) γ = 14 (ufssod_ckm)

% avg_t % F1 % avg_t % F1

RS-Hash −2.33 −1.04 −1.68 −4.24
HS-Trees −1.14 64.97 −1.34 27.25
Kitsune −68.89 56.86 −68.56 66.67
xStream −1.90 −21.15 −1.62 3.23
iMForest −0.08 −16.66 −0.34 −8.25

LodaTwo Hist. −2.52 4.00 −1.33 1.20
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6.3. Application of UFSSOD, xStream, and Loda Two Hist. in a Streaming Setting

Measurement results for the streaming setting with regard to the sequential and
parallel approach (Figures 2 and 3) are shown in Table 7. The F1 score results are averaged
by the results of UFSSOD, xStream, LodaTwo Hist. and their logical or-combination stated in
Section 5.3.

Table 7. F1 results for UFSSOD using different γ (feature subsets) for datasets with ID i in streaming
setting with xStream and LodaTwo Hist. (full_dim refers to using all features γ = d, *_25,50,75 refers to
setting γ to the top scoring 25, 50, and 75% features and *_ckm refers to the top-γ-features obtained
by ufssod_clustering, best performing feature set in bold).

ID full_dim ufssod_25 ufssod_50 ufssod_75 ufssod_ckm

2 0.435 0.404 0.402 0.416 0.390
5 0.083 0.083 0.088 0.076 0.093
6 0.161 0.282 0.229 0.204 0.328
8 0.136 0.097 0.122 0.108 0.113
9 0.154 0.169 0.186 0.159 0.170

11 0.349 0.391 0.389 0.384 0.396
12 0.267 0.247 0.247 0.271 0.254
13 0.425 0.350 0.455 0.456 0.394
14 0.039 0.075 0.077 0.075 0.056

For only two datasets, cardio and optdigits, using all features achieved better classifi-
cation performance than using a subset. However, instead of yielding worse results, the
subsets performed comparably to the full set. Taking into account the average runtime de-
crease using a subset, as shown in Figure 12b, for optdigits, UFSSOD with ufssod_clustering
even achieved a better tradeoff than the other settings. For cardio the F1/avg_t could not
provide better results. The reason why ufssod_clustering has a higher influence on the
result of the F1/avg_t metric on optdigits than on cardio is due to the fact that with only 21
(cardio) and 64 (optdigits) the number of dimensions can be reduced more significantly in
the latter case. Therefore, the average runtime can also be reduced more notably. Since
the avg_t of cardio with its minor number of features can be reduced only marginally with
ufssod_clustering, the dominating factor remains the F1 score.

fu
ll

di
m

uf
ss

od
25

uf
ss

od
50

uf
ss

od
75

uf
ss

od
ck

m

2.25

2.30

2.35

2.40

F
1

/
a
v
g
t

(×
10
−

3
1/
s)

cardio.mat

(a)

fu
ll

di
m

uf
ss

od
25

uf
ss

od
50

uf
ss

od
75

uf
ss

od
ck

m

0.40

0.45

0.50

0.55

0.60

F
1

/
a
v
g
t

(×
10
−

3
1/
s)

optdigits.mat

(b)
Figure 12. F1/avg_t results for badly-performing datasets cardio (a) and optdigits (b) referring to Table 7.

In three dataset measurements, letter, mnist and satellite, ufssod_clustering applied in a
streaming setting to xStream and LodaTwo Hist. yielded the best results. We have neglected
letter since the overall F1 score is poor across all feature sets and therefore the results are
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non-significant. For mnist, ufssod_clustering notably achieved the best F1 compared to
the other feature sets, where even when using all features, it performed the worst. With
mnist’s 100 dimensions, the good result is improved, shown in Figure 13a, considering the
significant reduction of features resulting in a runtime decrease of approximately 40% and
thus a better F1/avg_t metric. Even for satellite having only 36 dimensions, this effect takes
place, shown in Figure 13b, where the avg_t is being decreased by approximately 20%.
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Figure 13. F1/avg_t results for well-performing datasets mnist (a) and satellite (b) referring to Table 7.

In order to show the influence of applying UFSSOD to xStream and LodaTwo Hist., we
refer to Table 8 showing the percentage increase or decrease of the metrics avg_t and F1
compared to the measurements using the full feature set. For all datasets, xStream achieves
better results with UFSSOD in terms of avg_t with an overall improvement of approxi-
mately 11% compared to the measurements using all features. However, with an average
runtime per dataset (full dimension) of approximately 590 sec yielding 0.27 s/sample across
all datasets, xStream’s Python implementation of StreamAD does not seem very efficient
compared to our LodaTwo Hist. implementation, with approximately 3 s average runtime
per dataset and 1.4 ms/sample. Compared to the other classifiers in the measurements,
xStream was the only one with this significant runtime, also explaining why the authors of
xStream provided a C++ streaming version rather than a Python pendant to their static one.
Considering the fast runtime of LodaTwo Hist., significant improvements of avg_t could only
be achieved for datasets whose number of data instances and dimension ratio is higher
(ID 6, 8, and 11) than those of the others and, on average, reduces avg_t by 7%. As an
example, for optdigits with 2216 data instances and 64 dimensions, UFSSOD could reduce
avg_t by approximately 22%. As for the percentage improvement of F1, excluding the
statistical strays of dataset 6 and 15 for xStream, an improvement of approximately 22% on
average could be obtained. For LodaTwo Hist., the improvement is even more notable with
approximately 45% (ID 6 and 15 excluded).
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Table 8. Performance of xStream and LodaTwo Hist. in terms of the percentage increase/decrease of
avg_t and F1 applying UFSSOD in a streaming setting compared to full dimension (N/A for ID 15
since no F1 score could be obtained with full dimension due to poor classification results).

ID
xStream LodaTwo Hist.

% avg_t % F1 % avg_t % F1

2 −2.74 −30.72 0.49 −6.41
5 −2.29 60.29 3.18 −14.37
6 −42.9 2638.80 −36.38 232.54
8 −28.4 −47.85 −22.22 305.52
9 −1.34 1.50 1.39 41.81
11 −18.75 34.63 −15.21 3.46
12 −3.19 111.16 1.82 −1.34
13 −1.70 22.61 1.68 −16.07
15 −1.15 N/A 0.29 16.00

It should be noted that xStream worked in the truly online mode. Therefore similar
performance boosts, as with LodaTwo Hist., might also be achieved for xStream if using the
proposed windowed approach mentioned in Section 4. In summary, applying UFSSOD in a
streaming setting notably increases both the classification and computational performance
if the dataset is of high-dimensional nature and has a high number of data instances. In
a real-world application, the former depends on the applied domain but fits perfectly
with current observable trends. The latter is only part of this evaluation setup since in the
real-world the data stream has an infinite amount of samples. Although xStream and Loda
are representatives that work better on high-dimensional data [14] and one might assume
that a reduction of features by UFSSOD might degrade their performance, the experiments
show that the opposite is true, with an overall improved result. Thus, we assume that using
UFSSOD with other online classifiers, such as ones based on iForest that handle changing
feature sets during runtime, may boost the performance even more.

7. Conclusions and Future Work

In this work we have illuminated the necessity of unsupervised Feature Selection (FS)
for Outlier Detection (OD) in Streaming Data (SD) for domains, e.g., intrusion detection, in
network security, which are ever-increasingly facing high-volume and high-dimensional
data that need to be processed in almost real-time. With the extensive review on FS
approaches for either (i) SD or (ii) OD, we have pointed out that, to the best of our
knowledge, the proposed Unsupervised Feature Selection for Streaming Outlier Detection,
called UFSSOD, is the first method of its kind to fill the research gap by providing a
solution bridging (i) and (ii). Two application scenarios of UFSSOD, together with online
capable OD methods, are discussed along with UFSSOD’s operation and functionality. This
also includes the ability to provide the amount of top-performing features by clustering
their score values, which is often circumvented in the literature by setting a pre-defined
number. Extensive measurements were conducted on 15 real-world datasets by applying
multiple feature subsets to six widely accepted off-the-shelf online OD methods obtained
from UFSSOD and state-of-the-art competitors FSDS as a representative of (i) and IBFS of
(ii). The evaluation examines the alleviation of the negative effect brought by irrelevant
features for the outlier detectors, considering both, the classification and computational
performance. The discussion of the results pointed out the non-applicability of FSDS
for OD because it does not achieve reliable and satisfactory results, independent of its
cluster parameter k. In comparison to (offline) IBFS, UFSSOD achieves at least comparable
results while operating in an online fashion. It was able to decrease the average runtime
of individual classifiers by approximately 12% and improve the F1 by 14% on average.
UFSSOD is also evaluated in a true online setting by providing a feature subset inline to
xStream for each sample and to LodaTwo Hist. using a windowed approach. In this setting,
applying UFSSOD yields better results than the bare versions of the OD methods operating
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on full dimension. For instance, UFSSOD could improve the F1 up to 45% for LodaTwo Hist.
while reducing the average runtime by 22% for individual data sets.

As assumed, UFSSOD works better if the outliers in the dataset tend to occur in
the same features, which is mostly the case, as stated, in the network security domain.
Even passing the stress test on datasets that does not meet this presumption, as part of
future work, UFSSOD will be thoroughly examined on more domain-specific datasets.
Especially, the CSE-CIC-IDS2018 dataset allows to evaluate different types of features (e.g.,
flow or packet based) and their influence on the performance of UFSSOD. Instead of using
existing datasets, we will apply UFSSOD in a real world computer network (no labeled
data available) in parallel to classifiers without feature selection to examine the differences
in classification results. A recently proposed method [69] might be applied to exploit and
evaluate the outcome of outlier detection for novel attack pattern recognition on streaming
data with and without the application of UFSSOD’s feature selection.

Since in the current configuration, measurements only relied on the γmin functionality
with respect to Algorithm 3, a part of our future work will be comparing it with the distance
functionality, which tends to result in more features, leading to higher computational costs,
but might improve the classification task even further. Additionally, a more thorough test-
ing of the outlier scaling and its combination across multiple online detection approaches
will be performed. In terms of UFSSOD’s operation modes, the discussion of results re-
vealed inferior performance of xStream applied in the true online setting compared to
LodaTwo Hist.’s windowed setting. Within the scope of our future work is also to apply
xStream in the windowed setting and check which mode—sequential or parallel—is in
general more effective and why. Since UFSSOD’s main purpose is the streaming feature
selection for outlier detection, further evaluation should also include the latest online
outlier detection methods, e.g., PCB-iForest [70].

Inspired by approaches used in CINFO or ODEFS and the nature of UFSSOD to
provide outlier candidates, in future work we will examine the possibility of applying
supervised FS, similarly to sparse Lasso regression in CINFO, based on pseudo-labels
obtained from UFSSOD’s outlier candidates. Thus, not only the pure nature of Loda’s
functioning will form the basis for FS but it may also be improved by shrinking the solution,
resulting in a number of features that are not correlated to the outlier score. To even further
alleviate the circumstance that FS is performed independently of the subsequent online
OD method, possibly yielding a suboptimal and biased solution for OD, we might include
outlier candidates from the Unsupervised Online OD module as well. Instead of performing
iterative validations to reduce the loss in an offline setting having all data objects available,
we will research possibilities to do so in a slimmed-down online fashion by exploiting the
strength of theoretically infinite running time of SD.
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