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Abstract

This paper deals with automatic Dialogue Acts (DAs)ognition in French and in Czech. In this
work, only prosodic features are considered. Theramces are recognized according to three types
of dialogue acts: statements, yes/no questionotret questions, mainly wh-questions. We show
that it is not possible to recognize all utteranmely with basic prosodic features (FO and enengy)
real conditions with a good accuracy.

1. Introduction

This work aims at dialogue acts recognition. Weestigate the possibility to recognize dialogue
acts (statements and questions) in French and eclCizom prosodic features only. The objective
of this work is to study the possible use of prasdeatures to automatically recognize three classe
of DAs: statements, yes/no questions and othertignss(wh-question, etc.) in French and in
Czech. This DA tag-set is derived from the sevaiss#s considered in Section 2, which have been
further simplified with regard to the specificsdor needs and to contains of our corpora.

Different types of information (lexical, syntax,atbgue grammar, etc.) can be used to recognize
dialogue acts. In this work, we consider only twogodic features: the Fundamental Frequency
(FO) and the energy. The next versions of the systdl integrate other knowledge sources.

After introducing to our research domain, the emgsistudies in order to recognize the DAs are
shown. Then, the information about our DAs corgsrgiven. In the following section, the DAs for
French and for Czech are recognized and both caraer analyzed. The results of experiments are
concluded in the last part of this paper.

2. Short Review of Dialogue Acts Recognition Approaches

To the best of our knowledge, there are very feusterg work on automatic modeling and
recognition of dialogue acts in the French and 64anguage. Alternatively, a number of studies
have been published for other languages, and pkattig for English and German.

In most of these works, the first step is to defime set of dialogue acts to recognize. In [1,]243
dialogue acts classes are defined, based on theowse Annotation and Markup System of
Labeling (DAMSL) tag-set [4]. This list is usualieduced into a much smaller number of broad
classes, because some classes occur only selddnbeaause all these classes are not needed fo
dialogue understanding. A common regrouping iselewing [1]:

* statements
e Questions
* backchannels

* incomplete utterance



* agreements
e appreciations
» other

Automatic recognition of these dialogue acts camthe achieved using one of, or a combination of
the three following models:

« DA-specific language models
* DA-specific prosodic models
e dialogue grammar

The first class of models infers the DA associat@dn utterance from its words sequence. It
generally uses probabilistic language models ssatrgram [2, 5], semantic classification trees [5],
or neural networks [6, 7]. This lexical informatiosually contributes the most to characterize the
utterance DA.

Prosodic models are often used to provide additiols to classify utterances in terms of DAs.
The dialogue acts can be characterized by prosedylaws [8]:

» afalling intonation for a statement
e arising FO contour for a question (particularly @ieclaratives and yes/no questions)

e a continuation-rising FO contour characterizes egpdic) clause boundaries, which is
different from the end of utterance

Prosody is used for DAs recognition in [1, 2, 3106, 11]. In [1], the duration, pause, fundamental
frequency, energy and speaking rate are modeled ®%RT-style decision trees classifier. In [9],
prosody is used to segment utterance. The durgisurse, FO-contour and energy features are usec
in [10, 11]. These two studies compute severalfeatbased on these basic prosodic attributes, fo
example the max, min, mean and standard deviafi¢i®,othe mean and standard deviation of the
energy, the number of frames in utterance and thmaber of voiced frames. The features are
computed on the whole utterance and also on the2@@ ms of each utterance. The authors
conclude that the end of utterances carry the nmoportant prosodic information for DAs
recognition. Furthermore, three different classifiehidden Markov models, classification and
regression trees and neural networks are companeldgive similar DAs recognition accuracy.

Very often, a dialogue grammar is further usedreaet the most probable next dialogue act based
on the previous ones. It can be modeled by hiddemktW models [2, 3] or Discriminative
Dynamic Bayesian Networks (DBNs) [12].

The lexical and prosodic classifiers are combingd, 2, 3]. The following equation is used:

P(W,F|C) = P(W|C).P(F|W,C) (1)
~ P(W|C).P(F|C)

where C represents a dialogue act andand F represents respectively the lexical and prosodic
information.W andF are assumed independent.



3. Dialogue Acts Corpora

For French, we work on the ESTER corpus [13], whughtains natural human-human speech from
French broadcast news evaluation. This corpus lsbaen designe@ priori to do DAs
recognition DAs have been manually annotated. @an¢h DAs corpus contains 746 utterances:
259 statements (S), 231 yes/no questions (Q[yhY)256 other questions (Q).

For Czech, the Czech Railways corpus is used. ritaies human-human dialogues in ticketing
reservation task. This corpus was created at theelsity of West Bohemia mainly by members of
the Department of Computer Science and Engineefiog.our experiments, one subset of this
corpus was labelled manually according to three .D@sr Czech DAs corpus contains 862
utterances: 290 statements (S), 282 yes/no quest@ly/n]) and 290 others questions (Q).

The classquestionshas been separated in both languages into twsedagyes/no questions and
other questions. The yes/no question is a questiooh has usually an answer: “yes” or “no”. It is
often characterized by increasing FO contour [Xd{her questions (mostly wh-questions) are
usually identified by an interrogative word (wh-wipand their melody is increasing not any time.
It will be probably difficult to recognize this tgpof DAs by prosody only.

All the following experiments are realized usingrass-validation procedure, where 10% of the
corpus is reserved for the test, and another 10%hi® development set. The resulting global
accuracy has a confidence interval < +/- 2.5%.

4. Experiments

4.1. Dialogue acts recognition by prosody

Following the conclusions of previous studies [1B], only the two most important prosodic
attributes: FO and energy, and only final segmehthie DAs are used. The FO curve is computed
with the autocorrelation function. The FO and egerglues are computed on every overlapping
speech window. The FO curve on the unvoiced paftshe signal is completed by linear
interpolation. Then, each utterance is decomposedd0 segments and the average values of FC
and energy are computed for each segment. This ewumlthosen experimentally [16]. We thus
obtain 20 values of FO and 20 values of energyutterance. Let us calf the set of prosodic
features for one utterance a@ds the dialogue act class. We used for DA recagmia Gaussian
Mixture Model (GMM) classifier that modeR(F|C).

The best recognition accuracy, which is shown f@nEh in Table 1, is obtained with 3-mixtures
GMM. The global accuracy is 51%. The best recogniticcuracy for Czech is obtained with 5-
mixtures GMM (c.f. Table 2). The global ACC of tl@gperiment is 49%.

The experiments with more Gaussians have a lowsiracy, because of the lack of training data.

Table 1. GMM’s confusion matrix for French language in %

Recognized class in [%)]

Pronounced class S Q Qly/n]
S 45 36 19
Q 34 43 23
Q[y/n] 17 19 64




Table2. GMM'’s confusion matrix for Czech language in %

Recognized class in [%)]
Pronounced class S Q Qly/n]
S 56 25 19
Q 30 37 33
Qly/n] 19 27 54

4.2. Corpora analysis

We first analyze the FO curve for all DAs. We coitgpthe mean and variance values for all
features. The means values of FO for French arersio Figure 1 and for Czech in Figure 2. The
variances are not shown, because there are vety(@miaterval (0; 0,02]), and because the figure
would be difficult to be read.
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Fig. 1. FO curves for three types of DAs for French: Stestents, Q=other questions,
Q[y/n]=yes/no question
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Fig. 2. FO curves for three types of DAs for Czech: S=estants, Q=other questions,
Q[y/n]=yes/no questions



In the first part of the segment the FO curve iy \w&emilar for all DAs. The last third of the segnte
is the most discriminating for both languages.

For French, the ending FO slope of yes/no quest{Qjg/n]) is clearly increasing. These can
explain the good recognition accuracy for this @anversely, FO curve for statements (S) and for
other questions (Q) is falling or almost horizordald their values are very close, which leads to
some confusion in automatic recognition.

For Czech, the ending FO slope of yes/no ques{i@fgn]) is increasing, decreasing for statements
(S) and almost horizontal for other questions (Q).

Next, we analyze the FO slope at the end of therarice. The objective is to assess the basic
prosodic rules described in Section 2. Four valole$0 are computed on the last part on the
utterance by an autocorrelation function. Linearession is performed on these four values.

Table 3 shows the number of utterances accordimyasodic rules for French, Table 4 shows the
results for the Czech language. The column with“thesymbol represents the utterances with
positive FO slope and these with the “\” symbolhwitegative one. This first analysis separates the
linear regression values into two intervals only.

Table 3. Analysis of the slope of FO curve at the end térances by linear regression for French
DA corpus

Class \ / <-0.03 [-0.03;0,03] 0.03|<
S 60 40 34 42 24
Q 53 47 25 39 36
Qly/n] 23 77 14 17 69
Table 4. Analysis of the slope of FO curve at the end térances by linear regression for Czech
DA corpus
Class \ / <-0.03] [-0.03;0,03] 0.03
S 88 12 57 39 4
Q 80 20 42 47 11
Qly/n] 57 43 32 43 25

In the next analysis, we from thus split the rangéhe final slope into three segments. In the firs
one, there are all values of linear regressiontgreas 0.03. It may be a characteristic for the
guestions. The second interval is [-0.03; 0.03]e Titterances with linear regression coefficients
smaller that -0.03 are in the last column of thedalt may be a characteristic of statements.

5. Conclusion

We show that it is not possible to recognize aknainces only with basic prosodic features (FO and
energy) in real conditions with a good accuracys llue to an important overlapping between the
features values in the classes.

For French, the most discriminating are yes/no tjes where the accuracy is 64%. The
recognition accuracy of other DAs (S and Q) is al&f%0. For Czech, the less discriminating are
other questions (Q), where the accuracy is 37%.drilg recognition accuracy of the other DAs (S
and QJy/n]) is about 55%.



The perspectives will consist to use other modelshsas DA-specific language models and
dialogue grammar, as reviewed in Section 2, to aw@the DA recognition accuracy.
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