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Plzeň, Czech Republic

kral,cerisara@loria.fr,kleckova@kiv.zcu.cz

Abstract

This paper deals with automatic dialog acts (DAs) recog-
nition in Czech. The dialog acts are sentence-level labels
that represent different states of a dialogue, depending
on the application. Our work focuses on two applica-
tions: a multimodal reservation system and an animated
talking head for hearing-impaired people. In that con-
text, we consider the following DAs: statements, orders,
yes/no questions and other questions. We propose to use
both lexical and prosodic information for DAs recogni-
tion. The main goal of this paper is to compare different
methods to combine the results of both classifiers. On
a Czech corpus simulating a reservation of train tickets,
the lexical information only gives about 92 % of classi-
fication accuracy, while prosody gives only about 45 %
of accuracy. When both classifiers are combined with a
multilayer perceptron, the lowest (lexical) word error rate
further decreases by 26 %. We show that this improve-
ment is close to the optimal one, given the correlation of
the lexical and prosodic features. The other combination
schemes do not outperform the lexical-only results.

1. Introduction

A dialog act (DA)represents the meaning of an utterance
at the level of illocutionary force [1].

For example, “question” and “answer” are both pos-
sible dialog acts. Automatically recognizing such dialog
acts is of crucial importance to interpret and guarantee
natural user interactions.

The goal of this paper is to recognize dialog acts
by combining two sources of information: lexical and
prosodic. Our main contribution concerns the compari-
son of different combination methods.

In this work, the dialog acts recognition module is
designed to be integrated into the two following applica-
tions. The first one is a dialog system that handles reser-
vation tasks, and the second one deals with the animation
of a talking head. The dialog system shall exploit dialog

acts to better interpret the user’s inputs, while the talk-
ing head, which reproduces visually someone’s speech
for hearing-impaired people, shall benefit from the dia-
log act labels to animate the 3D face more naturally.

The following section presents an overview of some
existing works in this domain. Next, our approach to dia-
log acts recognition is explained. The first classifier uses
lexical information, the second one prosody and the last
one focuses on the combination of both previous tech-
niques. In section 4, we evaluate and compare these
methods. In the last section, we discuss the research re-
sults and we propose some future research directions.

2. Short review of dialog acts recognition
approaches

To the best of our knowledge, there are very few existing
work on automatic modeling and recognition of dialog
acts in the Czech language. Alternatively, a number of
studies have been published for other languages, and par-
ticularly for English and German.

In most of these works, the first step consists to de-
fine the set of dialog acts to recognize. In [2, 3, 4], 42
dialog acts classes are defined, based on the Discourse
Annotation and Markup System of Labeling (DAMSL)
tag-set [5]. This list is usually reduced into a much
smaller number of broad classes, because some classes
occur only seldom, and because all these classes are not
needed for dialog understanding. A common regrouping
is the following [2]:

• statements

• questions

• backchannels

• incomplete utterance

• agreements

• appreciations

• other



Automatic recognition of these dialog acts can then
be achieved using one of, or a combination of the three
following models:

1. DA-specific language models
2. DA-specific prosodic models
3. dialog grammar

The first class of models infer the DA associated to
a sentence from its words sequence. They generally use
probabilistic language models such as n-gram [3, 6], se-
mantic classification trees [6], or neural networks [7, 8,
4]. This lexical information usually contributes the most
to characterize the sentence DA.

Prosodic models are often used to provide additional
clues to classify sentences in terms of DAs. The dialog
acts can be characterized by prosody as follows [9]:

• a falling intonation for a statement
• a rising F0 contour for a question (particularly for

declaratives and yes/no questions)
• a continuation-rising F0 contour characterizes a

(prosodic) clause boundaries, which is different
from the end of utterance

Prosody is used for DAs recognition in [2, 3, 4, 10,
11, 12]. In [2], the duration, pause, fundamental fre-
quency (F0), energy and speaking rate prosodic attributes
are modeled by a CART-style decision trees classifier.
In [10], prosody is used to segment utterance. The du-
ration, pause, F0-contour and energy features are used
in [11, 12]. These two studies compute several fea-
tures based on these basic prosodic attributes, for exam-
ple the max, min, mean and standard deviation of F0, the
mean and standard deviation of the energy, the number
of frames in utterance and the number of voiced frames.
The features are computed on the whole sentence and also
on the last 200 ms of each sentence. The authors con-
clude that the end of sentences carry the most important
prosodic information for DAs recognition. Furthermore,
three different classifiers: hidden Markov models, clas-
sification and regression trees and neural networks are
compared, and give similar DAs recognition accuracy.

Very often, a dialog grammar is further used to pre-
dict the most probable next dialog act based on the pre-
vious ones. It can be modeled by hidden Markov mod-
els [3, 4] or Discriminative Dynamic Bayesian Networks
(DBNs) [13].

The lexical and prosodic classifiers are combined
in [2, 3, 4]. The following equation is used:

P (W, F |C) = P (W |C).P (F |W, C) (1)

≃ P (W |C).P (F |C)

whereC represents a dialog act andW andF represents
respectively the lexical and prosodic information.W and
F are assumed independent.

3. Approaches

Following the conclusions of the previous studies, which
suggest that prosody brings some valuable information
that can not be captured by the lexical models alone, this
work combines lexical and prosodic classifiers to recog-
nize DAs. The main contribution of this work concerns
the use and comparison of different kinds of combination
methods for this task.

3.1. Lexical information

Let us callW = (w1, · · · , wT ) the sequence of words
in a test sentence. We train a unigram classifier to model
the likelihood that this words sequence belongs to a given
dialog actC:

P (W |C) =

T∏

i=1

P (wi|C) (2)

3.2. Prosody

Following the conclusions of previous studies [14, 15],
only the two most important prosodic attributes are con-
sidered: F0 and energy. The F0 curve is computed with
the autocorrelation function. The F0 and energy values
are computed on every overlapping speech window. The
F0 curve is completed by linear interpolation on the un-
voiced parts of the signal. Then, each sentence is decom-
posed into 20 segments and the average values of F0 and
energy are computed within each segment. This number
is chosen experimentally [15]. We thus obtain 20 values
of F0 and 20 values of energy per sentence. Let us callF

the set of prosodic features for one sentence.
We test two classifiers: a muti-layer perceptron

(MLP) that computesP (C|F ) and a Gaussian mixture
model (GMM) that modelsP (F |C). Both classifiers er-
ror rates are reported in the following experiments, but
as they give comparable results, the combination with the
lexical classifier uses only the prosodic GMM.

3.3. Combination

The outputs of our classifiers areP (W |C) for the lexical
model andP (F |C) for the prosodic one, whereC is the
dialog act class,W is the words sequence of the utterance
andF represents the prosodic features of the utterance.

We first normalize these likelihoods to compute the a
posteriori class probabilities:

P (C = c|W ) =
P (W |C = c).P (C = c)

∑N

i=1
P (W |C = i).P (C = i)

(3)

wherec and i represent DAs classes,N is the number
of DAs andP (C) is theprior probability of classC. We
assume that all classes are equi-probable. A similar equa-
tion is applied to the prosodic model.



Next, several combination methods are tested. The
first three ones,maximum, minimumand median, are
based on order statistics [16]: For each class, thea poste-
riori probabilities returned by both classifiers are ordered,
and the final score of each class is respectively the great-
est, smallest, and average a posteriori probability for that
class.

The fourth combination (product) assumes that both
classifiers are independent and simply computes the
product of their posterior probabilities:

P (C|W, F ) ≃ P (C|W ).P (C|F ) (4)

The fifth combination,weighted linearcomputes a
weighted linear combination of the a posteriori probabil-
ities:

P (C|W, F ) ≃ (g).P (C|W ) + (1 − g).P (C|F ) (5)

The weightg is optimized via a grid-search on a develop-
ment corpus.

The last algorithm combines the a posteriori proba-
bilities with a MLP.

Note that the first four combinations are “unsuper-
vised” while the last two ones are “supervised” and re-
quire a development corpus.

4. Experimental setup

4.1. Dialog acts corpus

A subset of the Czech Railways corpus, which contains
some human-human dialogs, is used to validate the pro-
posed methods. It was created at the University of West
Bohemia mainly by members of the Department of Com-
puter Science and Engineering. For the next experiments,
it has been labelled manually with the following set of di-
alog acts: statements, orders, yes/no questions and other
questions. This list is derived from the seven classes con-
sidered in section 2, which have been further simplified
with regard to the specifics of this corpus. The corpus
contains 2173 utterances (566 statements (S), 125 orders
(O), 282 yes/no questions (Q[y/n]) and 1200 others ques-
tions (Q)). All the following experiments are realized us-
ing a cross-validation procedure, where 10 % of the cor-
pus is reserved for the test, and another 10 % for the de-
velopment set. The resulting global accuracy has a confi-
dence interval< 1%.

4.2. Lexical approach

The first part of table 2 shows the recognition accuracy of
the lexical classifier (a unigram model) only. The words
sequence is given by manual transcription of the utter-
ances. The global accuracy of this experiment is 92.3 %.
This score confirms that the most important information
to recognize DAs is given by the words sequence.

4.3. Prosodic approach

The middle part of table 2 shows the recognition accuracy
with the prosodic GMM and MLP. The best recognition
accuracy is obtained with the 3-mixtures GMM. It is dif-
ficult to use more Gaussians, because of the lack of train-
ing data, mainly for class O. The best MLP topology uses
three layers: 40 inputs, 18 neurons in hidden layer and
4 outputs. The global accuracies of the GMM and MLP
classifiers are comparable. These recognition scores are
much lower than the one obtained with the lexical fea-
tures, but our objective is to show that prosody may nev-
ertheless bring some relevant clues that are not related to
the words sequence.

4.4. Classifier combination

We first study the correlation matrix of both lexical and
prosodic (GMM only) classifiers in table 1: this matrix
shows the ratio of the examples that are simultaneously
correctly or incorrectly classified by both classifiers. For
example, 40.04 % of the examples are classified correctly
by both classifiers while 5.57 % of the examples are not
recognized by any classifier. An interesting remark from
this table is that 2.12 % of the examples are recognized
by the prosodic classifier, but not by the lexical one. This
suggests that there is a small but significant potential im-
provement that can be obtained by considering prosodic
information as well.

lexical correct lexical incorrect

prosodic correct 40.04 2.12
prosodic incorrect 52.28 5.57

Table 1: Correlation of classification error rate of both
classifiers in %

Let us now study the last part of table 2 that shows the
recognition results when combining both classifiers (the
prosodic GMM model is used).

We can note that, amongst order statistics combiners,
the minimum and median ones are better than the max-
imum one. But we can also observe that every unsuper-
vised combination gives a lower accuracy than the lexical
classifier alone. This can be explained by the fact that we
combine only two classifiers, and most importantly be-
cause of the big difference between each individual clas-
sifier recognition accuracy. Indeed, this is confirmed by
the weighted linearcombination, which optimal weight
is 0.97 in favor of the lexical approach.

The best recognition accuracy is obtained with the
MLP combination, which reduces the lexical word error
rate by an absolute 2 %. This figure can be compared
with the 2.12 % shown in table 1.



ACC in [%]
Approach/
Classifier

S O Q[y/n] Q Global

Lexical information
Unigram 88.5 90.4 92.9 94.2 92.3

Prosodic information
GMM 47.7 43.2 40.8 44.3 44.7
MLP 38.7 49.6 52.6 34.0 43.5

Combination of approaches
Maximum 81.8 81.6 88.3 57.9 69.4
Minimum 80.0 73.6 84.8 64.6 71.7
Median 81.3 81.6 88.3 63.2 72.2
Product 81.1 76.8 86.2 64.4 72.3
Weighted
Linear

88.5 90.4 92.9 94.2 92.3

MLP 90.3 88.0 92.9 97.3 94.3

Table 2: Dialog acts ACC for different ap-
proaches/classifiers and theirs combinations in %

5. Conclusions

In this work, we have studied and compared different
methods to combine lexical and prosodic information in
the context of automatic dialog act recognition, with the
objective to integrate this approach into two applications:
a multimodal ticketing reservation system, and an ani-
mated talking head.

The lexical knowledge source is the most important
one: on a Czech corpus that simulates the first application
it already recognizes correctly about 92 % of the DAs.
However, we showed that it is possible to improve this
baseline result by combining this lexical classifier with
a prosodic one with a MLP. Then, a statistically signifi-
cant 2 % absolute improvement can be achieved, which
is actually very close to the potential improvement de-
rived from the correlation matrix between both classifiers.
This confirms that prosodic clues arecomplementaryto
the lexical ones, as it has been already suggested in other
studies such as [2].

All the other combination schemes, and in particular
the unsupervised ones, do not reach the level of the lex-
ical classifier alone. This shows the importance to fine-
tune the combiner on a development corpus in our experi-
mental set-up. This might result from the large difference
in the performances of both classifiers, and also from the
small number of experts that are combined.

The first perspective of this work will consist to use
an automatic speech recognizer, such as the one described
in [17], instead of the manual word transcriptions used
in our experiments. The errors coming from the speech
recognizer may temper the dominant position of the lex-
ical classifier. Another interesting development shall be
to combine more classifiers, which may favor the other

combination schemes than the MLP. Finally, in real appli-
cations, other clues such as the current dialog state shall
also be considered. However, we proposed in this work a
DA recognition module that is independent from the task,
and which can be easily retrained on another corpus.
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